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Abstract—Automatically predicting performance of parallel applications has been a long-standing goal in the area of high performance

computing. However, accurate performance prediction is challenging, since the execution time of parallel applications is determined by

several factors, such as sequential computation time, communication time and their complex interactions. Despite previous efforts,

accurately estimating the sequential computation time in each process for large-scale parallel applications remains an open problem.

In this paper, we propose a novel approach to acquiring accurate sequential computation time using a parallel debugging technique called

deterministic replay. Themain advantage of our approach is that we only need a single node of a target platform but the whole target

platform does not need to be available. Therefore, with this approach we can simply measure the real sequential computation time on a

target node for each process on by one. Moreover, we observe that there is great computation similarity in parallel applications, not only

within each process but also among different processes. Based on this observation, we further propose representative replay that can

significantly reduce replay overhead, because we only need to replay partial iterations for representative processes instead of all of them.

Finally, we implement a complete performance prediction system, called PHANTOM, which combines the above computation-time

acquisition approach and a trace-driven simulator. We validate our approach on both traditional HPC platforms and the latest Amazon

EC2 cloud platform. On both types of platforms, prediction error of our approach is less than 7 percent on average up to 2,500 processes.

Index Terms—Deterministic replay, high performance computing, MPI, parallel applications, performance prediction, trace-driven simulation
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1 INTRODUCTION

1.1 Motivation

AUTOMATICALLY predicting and modeling performance
of parallel applications has been a long-standing goal

in the area of high performance computing (HPC) [1], [2],
[3], [4], [5], [6], [7], [8]. Accurate performance prediction of
parallel applications has many important uses.

Today, large-scale parallel computers consist of tens of
thousands of processor cores and cost millions of dollars
which take years to design and implement. For designers of
these computers, it is critical to answer the following ques-
tion at the design phase.

What is the performance of application X on a parallel machine
Y with 10,000 nodes connected by network Z?

Accurate answer to the question above enables designers
to evaluate various design alternatives and make sure
which design can meet the performance goal.

Recently, with introduction of cloud platforms targeting
HPC applications, such as the Amazon EC2 cluster compute
instances (CCIs) [9], public clouds have become a cost-
effective choice for many scientific application users and
developers [10]. To fit different use cases, public clouds pro-
vide a wide selection of optimized instance types. For exam-
ple, Amazon EC2 provides a series of instances varying in

CPU, memory and network capacity and gives users flexibil-
ity to choose the most appropriate mix of resources for their
applications. However, for users on clouds, they always ask
the following question to make a cost-effective decision.

Which type of cloud instances should I choose or how many
instances should I apply for to execute my application?

However, accurate performance prediction of parallel
applications1 is difficult, because execution time of large
parallel applications is determined by sequential computa-
tion time in each process, communication time, and their
convolution. Due to complex interactions between compu-
tation and communication, prediction accuracy can be hurt
significantly if either computation or communication time is
estimated with notable errors. Despite previous efforts, it
remains an open problem to estimate the sequential compu-
tation time in each process accurately and efficiently for
large-scale parallel applications.

A lot of approaches have been proposed to estimate
the sequential computation time for parallel applications.
For model-based methods [1], [2], application signatures,
including integer and floating-point instruction count,
memory access patterns, etc., are collected on a host platform
through instrumentation or hardware performance coun-
ters. Then a parameterized model is constructed to estimate
the time for each of these operations according to the
parameters of a target platform and give the estimation for
each sequential computation unit.

However, with rising architecture and software complex-
ity, the prediction accuracy of model-based approaches is
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1. Because message passing interface (MPI) is the dominant pro-
gramming model in large-scale high performance computing, we use
parallel applications to indicate parallel applications written in MPI in
this paper. However, our approach is applicable to other message pass-
ing programming models.
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becoming increasingly compromised. For example, an out-
of-order issue super-scalar processor can execute multiple
instructions in parallel. Also, contention for shared resour-
ces, such as shared cache and memory bus, on multi-core
platforms can result in complex program behavior. These
factors make model-based approaches difficult to estimate
the accurate sequential computation time.

Some researchers [3], [4] measure the sequential compu-
tation time of weak-scaling applications through executing
the applications on a small-scale system of the target plat-
form. For the weak-scaling applications, where the problem
size is fixed for each process and the sequential computation
does not change with the number of processes, the measure-
ment above is sufficient to acquire the accurate computation
performance.

However, the measurement-based approach fails to deal
with large strong-scaling applications without the full-scale
target platform, where the whole problem size is fixed and
the sequential computation varies with the number of pro-
cesses. For the strong-scaling applications, a few work [5],
[11] uses regression-based approaches to extrapolating the
computation performance for a large problem size. Unfortu-
nately, the extrapolation is not always effective due to the
non-linear behavior in real applications [12].

To conclude, previous approaches are not able to per-
form accurate sequential computation time estimation at
affordable cost and time, especially for large strong-scaling
parallel applications.

1.2 Our Approach and Contributions

In this paper, we propose a novel approach based on
deterministic replay to solve the problem above. For read-
ers not familiar with deterministic replay, please refer to
Section 4.1 and [13], [14], [15], [16]. Our paper makes four
main contributions.

1. We first introduce deterministic replay to measure the
sequential computation time of strong-scaling applica-
tions only using a single node of the target platform. A
main challenge of the previous measurement-based
method is its inability to separately execute partial
processes of a large strong-scaling application for
effective measurement. As a result, the traditional
method cannot obtain accurate sequential computa-
tion time without a full-scale target platform. To
address this problem, we employ a parallel debug-
ging technique, called deterministic replay, which
enables us to execute any single process of a parallel
application on a single target node without a full-
scale target platform. So we can simply measure the
real sequential computation time only with a target
node for each process one by one.

2. We employ sub-group replay to capture the effect of
resource contention. On currently multi-core servers,
resource contention can significantly affect the appli-
cation performance. To capture the contention effect
of shared resources within a server, we propose sub-
group replay, which replays number-of-cores pro-
cesses simultaneously instead of one process to
obtain accurate sequential computation time. More-
over, it should be emphasized that the replayed

processes are executed at full speed. According to
our experimental results, the replay-based execution
is about two orders of magnitude faster than cycle-
accurate simulation.

3. We further propose representative replay to significantly
reduce replay overhead. Although with the approach
proposed above, we can obtain accurate sequential
computation time with a single node of the target
platform, it still requires long measurement time if
we replay a program with thousands of processes on
a small number of target nodes. To address this
problem, we further propose representative replay,
which is based on our observation that computation
behavior in parallel applications shows great similar-
ity, not only within each process but also among
different processes. Based on this observation, we
partition the processes of a parallel application into a
few groups, where processes in each group have
similar computation behavior, and select representa-
tive processes from each group. For each selected
process, we also replay partial iterations if there is
also computation similarity between different itera-
tions. Representative replay can significantly reduce
replay overhead because we only need to execute
partial iterations for selected parallel processes
instead of all of them.

4. We integrate the computation time acquisition approach
above with a trace-driven network simulator for effective
performance prediction. We implement an automatic
performance prediction system, called PHANTOM,
which can predict application performance without a
full-scale target platform. We validate our system on
both traditionalHPC platforms and the latest Amazon
EC2 cloud platform [9]. On both types of platforms,
prediction error of our approach is less than 7 percent
up to 2,500 processes on average. We also compare
PHANTOM with a cross-platform prediction method [8]
and a regression-based prediction approach [5].

A preliminary version of this work has been published in
PPoPP [17]. In this version, we improve the representative
replay within a computing server node. We further reduce
the replay overhead through exploring repetitive computa-
tion patterns within each process and propose a method of
partial recording and replaying. Moreover, we extend our
experimental results to 10 times the scale of the earlier ver-
sion. We also validate our approach on the latest cloud plat-
form with more applications. At last, we demonstrate the
usage of PHANTOM with two applications.

2 BASE PREDICTION FRAMEWORK

We use a trace-driven simulation approach for the perfor-
mance prediction. In our framework, we split the parallel
applications into computation and communication parts,
predict computation and communication performance
separately and finally use a simulator to convolve them
to get the execution time of the whole parallel application.
It includes the following key steps.

1. Collecting computation and communication traces. We
generate communication traces of parallel applica-
tions by intercepting all communication operations
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for each process, and mark computations between
communication operations as sequential computa-
tion units. The purpose of this step is to separate
communications and computations in parallel appli-
cations to enable us to predict them separately. Fig. 1
shows a simple MPI program and its computation
and communication traces are given in Fig. 2a for
two processes (The elapsed time for the kth compu-
tation unit of process x is denoted by CPU_Burst

(x,k).).
It should be noted that we only need partial com-

munication information (e.g., message type, message
size, source and destination etc.) and interleave of
communication and computation in this step. All
temporal properties are not used in later steps of per-
formance prediction. A common approach of gener-
ating these traces is to execute parallel applications
with instrumented MPI libraries. To further reduce
the overhead in this step, ScalaExtrap [18] and
FACT [19] can be used to generate traces of large-scale
applications on small-scale systems.

2. Acquiring the sequential computation time for each pro-
cess.The sequential computation time for each MPI
process is measured through executing each process
separately on a node of the target platform with
replay techniques. We will elaborate it in Sections 4
and 5. For now, we just assume that we acquire the
accurate computation time for each MPI process that
can be filled into the traces generated in step 1.
Fig. 2b shows the acquired sequential computation
time for process 0 of the program in Fig. 1.

3. Using a trace-driven simulator to convolve communica-
tion and computation performance. Finally, a trace
driven simulator, called SIM-MPI, is used to con-
volve communication and computation perfor-
mance. As shown in Fig. 2c, the simulator reads
trace files generated in step 1, the sequential compu-
tation time acquired in step 2, and the network
parameters of the target platform, predicts the com-
munication performance of each communication
operation and convolves it with the sequential com-
putation time to predict the execution time of the
whole parallel application. We will elaborate this
step in Section 6.

3 DEFINITIONS

To illustrate our method more clearly, we give two key defi-
nitions for parallel applications. One is communication
sequence, the other is sequential computation vector.

Definition 1 (Communication Sequence). A communication
sequence is a representation of communication patterns for a
given parallel program, which records the main message infor-
mation of each communication operation in chronological order
for each parallel process.

Communication sequence is first introduced by Shao
et al. [20], which describes intrinsic communication charac-
teristics of parallel applications. In our earlier conference
version [17], we give an example of communication
sequence for a simple parallel application.

Definition 2 (Sequential Computation Vector). A sequential
computation vector is a time vector that is used to record the
sequential computation performance for a given process of a
parallel application. Each element of the vector is the elapsed
time of the corresponding computation unit.

The sequential computation vector for process x is
denoted by cx: cx ¼ ½t0; t1; . . . ; tm�, where tk ¼ ðBkþ1 �EkÞ;
k � 0, and Bk and Ek are the time-stamps of entry and exit
points for the kth communication operation respectively in
process x. The dimension of the computation vector is the
number of segmenting computation units for a given pro-
cess, denoted by dimðcÞ.

4 SEQUENTIAL COMPUTATION TIME

In this section, we present our basic approach to acquiring
the sequential computation time for a parallel application
with deterministic replay.

4.1 Deterministic Replay

Deterministic replay [13], [14], [15], [16] is a powerful
technique for debugging parallel applications. Deterministic
replay normally includes two phases: record and replay. Dur-
ing the record, it records all return values and/or orders for

Fig. 1. An example of Fortran MPI program.

Fig. 2. Base performance prediction framework.
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irreproducible function calls, such as incoming messages,
during the application execution. During the replay, it replays
faulty processes to any state of the recorded execution. Data
replay [14], [16] is an important type of the deterministic
replay for parallel applications. It records all incoming mes-
sages for each process during the application execution. With
this approach, developers can execute any single process sep-
arately for debugging during the replay rather than have to
execute the whole parallel application. We leverage this merit
of data replay to execute any single process on one node of
the target platform for performance prediction.

4.2 Acquiring Sequential Computation Time

In contrast to previous methods, our approach is based on
data-replay techniques to acquire sequential computation
time. Our replay-based approach requires two platforms.
One is the host platform, which is used to collect message
logs of applications like traditional data-replay techniques.
The other is one single node of the target platform on which
we will predict application performance. For homogeneous
HPC systems, only one node of the target platform is suffi-
cient for our approach. More nodes can be used to accelerate
the replay. If the target platform is heterogeneous, at least
one node for each architecture type should be available.

As shown in Fig. 3, there are two main steps to acquire
the sequential computation time for a given application.

1) Building message-log database: Record all necessary
information as in the data-replay tools when execut-
ing the application on the host platform and store
this information to a message-log database. This step
is only done once and the message-log database can
be reused in the future prediction.

2) Replaying each process separately: Replay each process
of the application on a single node separately and
collect the elapsed time for each sequential computa-
tion unit. We will show more details below.

Building message-log database: This step is the same as the
record phase in the data replay. All irreproducible informa-
tion should be recorded during the application execution.
We maintain a message-log database to record the data for
different applications, which can be reused in the future
prediction. This step can also be done during application
development, which is reasonable when data-replay techni-
ques are used for debugging.

In our data-replay system, we record the information
above using the MPI profiling interface (PMPI), which
requires no modifications of either applications or MPI
libraries. During the record, our system intercepts each
MPI computation operation, and then records the returned
values and memory changes into log files, including all

incoming messages of each process. For receive operations,
we record contents of received messages, the return values
of functions, and MPI routine status. For send operations,
only the returned values of functions are recorded. For non-
blocking receive operations, we maintain a table to map
request handler to corresponding receive buffer and record
message contents until invocation of corresponding MPI_-

Wait or MPI_Waitall. Fig. 4 gives an example to record
logs for MPI_Recv routine.

Replaying each process separately: To acquire the sequential
computation time for a given process, we just need to exe-
cute the process separately rather than execute the whole
parallel application. The data-replay technique is able to
execute particular process during the replay. The message-
log database records the necessary information for replay-
ing each process. To collect the sequential computation
time, we insert two timing functions at the entry and exit
points of communication operations in the replay system.
An analysis program is used to calculate the final sequential
computation time for each process. Fig. 5 shows an example
for replaying MPI_Recv routine and recording time-
stamps. Bk and Ek are the time-stamps of entry and exit
points for the kth communication operations.

4.3 Subgroup Replay

On multi-core platforms or symmetric multi-processor
(SMP) servers, resource contention can significantly affect
the application performance. For example, Fig. 6 shows
sequential computation performance of process 0 for NPB
CG with eight processes when there are different numbers
of processes executing on one server node. The server is
equipped with two-way quad-core Intel Xeon E5345 pro-
cessors. Note that when there are more processes executing
on one server node, the sequential computation perfor-
mance of process 0 changes dramatically.

To accurately capture the effect of resource contention on
the application performance, we propose a method of sub-
group replay in PHANTOM. During the replay, we replay a sub-
group of processes simultaneously according to the number
of processes executing on one node of the target platform.
To reduce cost of recording message logs, we also integrate
the subgroup reproducible replay technique [13] into

Fig. 3. Acquire the sequential computation time. Fig. 4. An example of recording logs for MPI_Recv.

Fig. 5. Replay MPI_Recv and record time-stamps.
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PHANTOM. We let the processes executing on one node as a
replay subgroup. Only the communications crossing sub-
groups are recorded, while the communications within a
subgroup are not recorded.

Besides reducing the cost of recording the message log, a
main advantage of subgroup replay is that the program exe-
cution mode during the replay is very similar to the real
execution. The reason is that in subgroup replay intra-node
communications are the same with the original execution
and only the inter-node communications need to be read
from the message log. As a result, the effect of resource con-
tention can be accurately captured during the replay.

5 REPRESENTATIVE REPLAY

5.1 Challenges for Large-Scale Applications

The basic approach can already acquire the accurate
sequential computation time for a strong-scaling application
on a single node. However, there are two main challenges
for large-scale parallel applications.

1. Large time overhead: For a parallel application with n
processes, assuming that we replay one process at a
time and the average time for replaying one process is
T , it will take nT to obtain all the computation perfor-
mance. However, this time complexity is impractical
for an applicationwith tens of thousands of processes.

2. Huge log size: As the data replay technique needs to
record all the contents of incoming messages for
each process, the log size will become increasingly
large with the rising number of processes.

5.2 Observation

In this paper, we observe that there are two important com-
putation properties in MPI-based parallel applications.

1. Intra-process repetitive Computation: For most of MPI-
based parallel applications, iterative programming
models are always used to solve a complex scientific
problem. For each iteration, the application always
shows periodic computation behavior.

2. Inter-process similar computation: Due to the single
program multiple data (SPMD) characteristic of most
MPI applications, programprocesses can be clustered
into a few groups and the processes in each group
execute the same program branch but with unique
input data. These processes in the same group always
have very similar computation behavior.

Based on our observation above, computation patterns are
very common for most MPI applications. Several previous
studies for analyzing MPI applications have also shown the
similar computation behavior [3], [4], [6], [12]. For example,
in NPB MG (CLASS ¼ C) with 16 processes, the sequential
computation time within a process shows great repetitive-
ness and has a periodic pattern every 500 computation units.
Also, the computation behavior of a group of processes 0-3,
8-11 shows great similarity, and that of another group of pro-
cesses 4-7, 12-15 also shows great similarity. The computa-
tion behavior of processes between two groups shows great
difference. For the purpose of clear presentation, we only list
the computation behavior of processes 10, 11, 13 in Fig. 7.

5.3 Measuring Computation Similarity

To measure the similarity degree of computation behavior
for two given sequential computation vectors, we use vector
distance to quantify them. There are several methods to cal-
culate the distance of two vectors, such as euclidean dis-
tance and Manhattan distance. In this paper, we adopt
Manhattan distance to measure the distance of two vectors.
The reason is that it weights the difference for each dimen-
sion of two vectors more heavily. Hence, it is consistent
with our objective of identifying computation patterns with
the most similar behavior. For sequential computation vec-
tors cx and cy, the distance is calculated as below:

Distðcx; cyÞ ¼
Pm

i¼1 jcxi � cyi j if dimðcxÞ ¼ dimðcyÞ
1 if dimðcxÞ 6¼ dimðcyÞ;

�
(1)

where cxi and cyi are the ith elements of the sequential com-
putation vectors. dimðcxÞ and dimðcyÞ are vector dimen-
sions. When the dimensions of two sequential computation
vectors are not equal, our trace-driven simulator regards
them as different computation patterns. Hence, we set their
distance infinity.

5.4 Representative Replay

Based on the observation above, we further propose repre-
sentative replay to address the challenges listed in Section 5.1.
Our idea is to partition the processes of applications into a
number of groups so that the computation behavior of pro-
cesses in the same group are as similar as possible, and
select a representative process from each group. For the
selected process, we only record and replay partial itera-
tions according to applications’ computation patterns. The
acquired sequential computation time during the replay
will be used for other processes in the same group.

Fig. 6. Sequential computation performance of process 0 for NPB CG
(CLASS ¼ B, NPROCS ¼ 8) when there are different numbers of pro-
cesses executing on one server node.

Fig. 7. The sequential computation time for NPB MG (CLASS ¼ C,
NPROCS ¼ 16). The computation behavior of processes 10, 11 shows
great similarity, while that of processes 11, 13 shows great difference.
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5.4.1 Selecting Representative Processes

To identify the similar processes, we employ clustering
techniques, which are very effective to analyze the complex
nature of multivariable relationships. There are two main
clustering approaches, i.e., K-means clustering and hierar-
chical clustering. K-means is efficient in computing, but it
requires an a priori number for classification. It is suitable
for users who have well understood applications’ computa-
tion patterns. Hierarchical clustering is a general method
for users with little knowledge about the application, which
forms a final cluster through hierarchically grouping sub-
clusters with a predefined distance metric. Both clustering
techniques are supported in our framework.

The algorithm of the hierarchical clustering used in
PHANTOM is listed in Algorithm 1. Complete linkage is used
to measure inter-cluster distance in the hierarchical cluster-
ing (The complete linkage denotes the distance between the
furthest points in two clusters.). The hierarchical clustering
finally outputs a dendrogram, in which each level indicates
a merge of the two closest sub-clusters. Fig. 8 shows the
dendrogram for NPB MG with 16 processes. Depending on
expected accuracy of final prediction, a horizontal line is
drawn in the dendrogram to partition processes into a num-
ber of groups. For each group, the process that is closest to
the center of the cluster is selected as representative process.
Combining with the subgroup replay, we also need to
replay those adjacent processes within the same node. Nor-
mally, we replay number-of-cores processes simultaneously
to capture the resource contention. Although we replay
more processes than representative processes, it does not
introduce extra overhead due to concurrent execution.

Algorithm 1.Hierarchical Clustering in PHANTOM

1: procedure CLUSTERING

2: Assign each process to its own cluster
3: Compute the inter-cluster distance matrix by Formula 1
4: repeat
5: Find the most closest pair of clusters (have minimal distance)

and merge them into a new cluster
6: Re-compute the distance matrix between new cluster with

each old cluster using complete linkage
7: until Only a single cluster is left
8: end procedure

If the target platform has more processor cores than the
host platform, we need to use the communication traces of
the large-scale target platform acquired on the small-scale
host platform to choose the representative processes.

Our approach is to partition parallel processes into a num-
ber of groups so that the processes in the same group have
completely identical communication sequences (e.g., mes-
sage type, message size, message source and destination,
and message tag etc.), which can be extracted from the col-
lected communication traces. Moreover, we also need to
perform computation similarity analysis on the host plat-
form for the small-scale processes using the clustering algo-
rithms and validate the above partition results.

5.4.2 Partial Recording and Replaying

To further reduce the cost of recording and replaying repre-
sentative processes, we explore repetitive computation pat-
terns within each process and propose a method of partial
recording and replaying. Our idea is that we only record par-
tial iterations of the representative processes when periodic
computation patterns exist in these processes and use the
acquired computation time of these iterations to predict the
whole application performance.

Our method includes the following key steps. First, we
collect communication traces for the representative pro-
cesses, which record the message type, size, source, destina-
tion, and so on. Second, we use a sliding window to traverse
the communication traces and identify repeated communi-
cation patterns. Third, we calculate computation similarity
for those sequential computation vectors within the repeated
communication patterns. Finally, according to the prediction
precision, we decide whether the partial recording mecha-
nism is enabled. We also need to record total iteration count
and recorded iteration count for performance prediction.

We use an example to describe the method above. In
Fig. 9, we list communication traces for one process of a sim-
ple MPI program. c0, c2ðkÞ, and c3ðkÞ (0 � k < n) denote
the sequential computation time between communication
operations. We can identify that [MPI_Send, MPI_Recv]

is a repetitive communication pattern in this process. ck is
the computation vector within this communication pattern,

ck ¼ ½c2ðkÞ; c3ðkÞ� ð0 � k < nÞ. We calculate computation
similarity for continuous computation vectors using
Equation (1). We enable partial recording and replaying, if the
sum of the vector distances is less than a predefined thresh-

old defined in Equation (2), i.e.,
Pn�1

k¼0 Distðck; ckþ1Þ � L,
where L is defined below:

L ¼ k%
1

n

Xn

x¼1

Xm

i¼1

cxi : (2)

6 CONVOLVING COMPUTATION AND

COMMUNICATION PERFORMANCE

In order to convolve computation and communication per-
formance, we design and implement a trace-driven simula-
tor, called SIM-MPI. SIM-MPI consumes computation and
communication traces of a given parallel application and

Fig. 8. Acquired dendrogram for NPB MG (CLASS ¼ C).

Fig. 9. Identifying periodic computation patterns.
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the network parameters of the target platform and outputs
the execution time of the application.

For the underlying machine model, we extend
LogGP [21] model, considering synchronization overhead
and overlap between computation and communication in
MPI applications. The LogGPmodel abstracts the communi-
cation performance by five parameters: communication
latency (L), overhead (o), bandwidth for small messages
(1=g), bandwidth for large messages (1=G), and the number
of processors (P ). The gap (g) has little effect on the commu-
nication cost for high-level communication routines. There-
fore, we disregard g in SIM-MPI. We add two additional
parameters in LogGP model, the synchronization overhead
(syn) and the overlap length (overlap).

SIM-MPI supports two important communication proto-
cols, i.e., eager and rendezvous. For the eager protocol, mes-
sages are transmitted without regard to the receive process’s
state. If a matching receive operation has not been posted,
messages need to be buffered at the receive process. In SIM-
MPI, we distinguish send overhead and receive overhead, os
and or. Therefore, the minimal communication overheads
incurred by the send and receive processes are os and or
respectively. The total end-to-end communication cost of
sending and receiving a message can be modeled as
os þGðK � 1Þ þ Lþ or (K is message size). In Fig. 10a, Ts

and Tr are arrival times for send and receive operations. If
the receive operation arrives early, the synchronization over-
head, syn, is incurred at the receive process. In both send
and receive processes, there isGðK � 1Þ þ L communication
time that can be overlapped with useful computation.

For the rendezvous protocol, it needs a negotiation for
the buffer availability before messages are actually trans-
ferred. We assume that communication overhead for send-
ing or receiving a control message is o0. Therefore, the
communication overheads introduced at send and receive
processes are 2ðo0 þ Lþ o0Þ þ os and o0 þ o0 þ Lþ o0 þ os þ
GðK � 1Þ þ Lþ or respectively. If synchronization over-
head is not introduced, the total end-to-end communication
cost is 2ðo0 þ Lþ o0Þ þ os þGðk� 1Þ þ Lþ or. Similarly, if
the receive operation arrives early, the synchronization
overhead, syn, is incurred at the receive process. Otherwise,
the synchronization overhead is introduced at the send pro-
cess. There is Lþ o0 þ os þGðK � 1Þ þ L communication

time that can be overlapped at the receive process and
2ðo0 þ LÞ þGðK � 1Þ þ L at the send process (denoted by
overlap in Fig. 10b).

For the sequential computation time, SIM-MPI replicates
the computation time of representative processes for other
processes in the same group. For each process, SIM-MPI
maintains a virtual clock, stating from zero. SIM-MPI adds
the sequential computation time and the communication
overhead to the virtual clock based on aforementioned com-
munication protocols. When partial recording and replaying is
enabled, SIM-MPI needs to calculate the execution time with
the recorded iteration count and the total iteration count.
Finally, it outputs the execution time for each process.

In most of MPI implementations, non-blocking communi-
cations are used to achieve computation and communication
overlap. However, different MPI implementations can cause
different overlap ratios. These factors have been considered
in SIM-MPI. Furthermore, collective communications are
simulated through decomposing them into a series of point-
to-point communications according to their algorithms [22].

7 PHANTOM PREDICTION FRAMEWORK

Fig. 11 shows overall performance prediction framework,
called PHANTOM. PHANTOM is an automatic tool chain not
requiring users to understand the detailed algorithm or
implementation of a given parallel application, and it consists
of threemainmodules,CompAna,CommAna, andNetSim.

CompAna module is responsible for acquiring the sequen-
tial computation time for each process. First, it acquires
communication traces and computation patterns for a given
parallel application. The computation patterns of each pro-
cess are collected on a host platform. Second, it analyzes
computation similarity and selects representative processes.
Note that if the target platform has more processor cores
than the host platform, we need to combine both the compu-
tation similarity patterns acquired on the host platform and
the communication sequences for the large-scale target plat-
form to decide the representative processes. Third, for the
selected representative processes, it identifies periodic com-
putation patterns within these processes and determines
whether partial recording and replaying is enabled. Fourth,
it builds the message-log database for the representative
processes on the host platform. Finally, it uses a single node
of the target platform to replay representative processes
and outputs the computation traces. CommAna module is

Fig. 10. Convolve computation and communication in SIM-MPI.

Fig. 11. Overview of PHANTOM.
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responsible for collecting communication traces. The com-
munication traces can be acquired using the traditional trac-
ing methods or any recent work such as ScalaExtrap [18] and
FACT [19]. In the NetSim module, the computation and com-
munication traces generated by previous two modules are
fed into SIM-MPI simulator. SIM-MPI outputs the final per-
formance prediction result of the application.

8 EVALUATION

8.1 Methodology

Experimental Platforms. Table 1 shows the experimental
platforms used to evaluate our approach. For traditional
HPC platforms, we use six platforms with a variety of sys-
tem configurations, Nebulae, Dawning, DeepComp-F,
DeepComp-B, Explorer, and Explorer-100. Among these
systems, Nebulae was ranked number 2 in the June 2010
TOP500 list. For cloud platforms, we use the latest Amazon
EC2 platform, with node type cc2.8xlarge of CCIs [9]. Both
Explorer and Explorer-100 are used as the host platforms to
collect the message logs and the message traces.

Benchmarks. We evaluate PHANTOM with 6 NPB pro-
grams [23], eight applications of the SPEC MPI2007 bench-
mark suite [24], ASCI Sweep3D [25], and NWChem [26]. For
NPB programs, the version is 3.3 and input data set is CLASS
E. For SPEC MPI2007, we use the medium-sized reference
configuration. For Sweep3D, the grid size is 512� 512� 200.
For NWChem, the input set is c240_pbe0.nw.

Comparison. In this paper, we compare the prediction
accuracy of PHANTOM with two state-of-the-art approaches, a
cross-platform prediction proposed by Yang et al. [8] and a
regression-based model proposed by Barnes et al. [5].

Cross-platform performance prediction utilizes partial
execution for a limited number of timesteps to compute the
relative performance across platforms for an application.
This novel approach is observation-based. On real plat-
forms, this method demonstrates very high accuracy at a
low cost for several real-world applications. In this paper,
we implement two strategies of the cross-platform predic-
tion to compute the relative performance. One is using a full
target platform and the other is using a subset of the target
platform (256 processors). We use Explorer-100 as the host
platform and Nebulae as the target platform.

Regression-based model uses several program executions
on a small subset of the processors to predict the execution
time on larger numbers of processors. They explore three dif-
ferent regression techniques for effective prediction and show
that the lowest root-mean-squared-error generally provides
the best prediction. In this paper, we repeat different regres-
sion approaches and only report their best result for each case.

8.2 Sequential Computation Time

8.2.1 The Number of Representative Replay Groups

Table 2 shows the results of the number of process groups
that have similar computation behavior for each program
with different numbers of processes (For BT and SP, the
number of processes is 256, 400, 1,024, 1,600, and 2,500.).
The grouping strategy is described in Section 5.4.1. The
computation patterns of the applications are collected on
DeepComp-B platform. The results can be classified into three
categories: 1) For BT, CG, EP and SP, all the processes have
the similar computation behavior for different numbers of
processes. 2) For LU and Sweep3D, the number of groups
keeps constant with the number of processes. 3) For MG,
the number of groups increases with the number of pro-
cesses. However, the number of groups grows much slower
than the number of processes. The experimental results con-
firm our observation that most processes in parallel pro-
grams have the similar computation behavior.

An interesting finding observed in our experiments is
that the processes having completely identical communica-
tion sequences always process the same amount of compu-
tation and therefore have similar computation behaviors.
For example, Fig. 12 lists partial communication sequences
for LU with 16 processes. We put the processes that have
identical communication sequences into the same group.
There are nine groups in total. After measuring computa-
tion similarity for each group, we find that the processes in
the same group also have similar computation behavior.
Based on this observation, when the host platform does
not have enough processor cores to obtain the sequential
computation vector, we can leverage the communication
sequences to group parallel processes in MPI applications.

8.2.2 Validation of Sequential Computation Time

We validate all the sequential computation time acquired
using our approach with the real sequential computation
performance measured on the target platform. Results show
that our approach can get accurate sequential computation
time. The average error for the acquired sequential

TABLE 1
Experimental Platforms Used in the Evaluation

System Amazon EC2 Nebulae Dawning DeepComp-F DeepComp-B Explorer Explorer-100

CPU type Intel E5-2670 Intel X5650 AMD 2350 Intel X7350 Intel E5450 Intel E5345 Intel E5-2670
CPU speed 2.6 GHz 2.66 GHz 2.0 GHz 2.93 GHz 3.0 GHz 2.33 GHz 2.6 GHz
# cores/node 16 12 8 16 8 8 16
# nodes 8 209 32 16 128 32 100
Memory 60.5 GB 24 GB 16 GB 128 GB 32 GB 8 GB 32 GB
Network 10 G.E. IB QDR IB DDR IB DDR IB DDR IB DDR IB QDR
Shared FS NFS Lustre NFS StorNext StorNext NFS NFS

TABLE 2
The Number of Representative Replay Groups

Proc. # BT CG EP LU MG SP Sweep3D

128 1 1 1 9 12 1 9
256 1 1 1 9 18 2 9
512 1 1 1 9 27 1 9
1,024 1 1 1 9 36 1 9
2,048 1 1 1 9 48 1 9
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computation time is less than 5 percent for all the programs.
The main difference between the replay-based execution
with the normal execution is the sources of incoming
messages. During the replay-based execution, received mes-
sages are read from the message logs. We find that the oper-
ations of reading logs has little effect on the application
performance. The subgroup replay can effectively capture
computation contention within one server node. In the next
Section, we will further show detailed results of prediction
accuracy using the acquired sequential computation time.

8.2.3 Analysis of Sequential Computation Time

To study the characteristics of the sequential computation
time in parallel applications, we present the acquired
sequential computation time of process 0 for BT, LU and SP
on Nebulae platform (vector size = 2,000) in Fig. 13. We find
that the sequential computation time within each process
for these programs shows great repetitiveness. For example,
the sequential computation vector in BT has a periodic pat-
tern every 250 computation units. Through analyzing its
source codes, we find that the periodic computation is gen-
erated by repeated loop iterations. We leverage this compu-
tation property and enable partial recording and replaying to
reduce replay time for representative processes.

8.3 Performance Prediction for HPC Platforms

In PHANTOM, all the sequential computation times of repre-
sentative processes are acquired using a single node of the
target platform. The network parameters needed by SIM-
MPI are measured with micro-benchmarks on the network
of the target platform. In this paper, prediction error is
defined as (predicted time—measured time)/(measured time) �
100 percent and all experiments are conducted for five times.

Fig. 14 shows prediction results with PHANTOM, the cross-
platform prediction, and the regression-based approach for

Fig. 13. Acquired sequential computation time for BT, LU and SP on Nebulae.

Fig. 14. Predicted time with PHANTOM, cross-platform prediction, and regression-based approach on Nebulae. Cross-Platform uses a full target plat-
form to compute the relative performance and Cross-Platform-256 only uses 256 processors to compute the relative performance. Measured means
the real execution time. commmeans the communication time percentage.

Fig. 12. Partial communication sequences for LU with 16 processes.
(B=MPI_Bcast, S=MPI_Send, I=MPI_Irecv, W=MPI_Wait, A=MPI_
Allreduce, F=MPI_Barrier, R=MPI_Recv).
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NPB programs on Nebulae. We validate our approach up to
2,500 processes. As shown in Fig. 14, the agreement between
the predicted execution time of PHANTOM and the measured
time is remarkably high. The prediction error with PHANTOM

is less than 5 percent on average for all the programs. The
maximum error is 9.36 percent for CG with 1,024 processes.
As the number of processes increases, the network conten-
tion becomes a significant bottleneck and the communication
time accounts for a large proportion of the execution time in
CG, about 53.76 percent for 1,024 processes and 77.88 percent
for 2,048 processes. Note that EP is an embarrassing parallel
program, which has very little communication. Its prediction
accuracy actually reflects the accuracy of the sequential com-
putation time acquired with our approach. For EP, the pre-
diction error is only 0.95 percent on average.

Table 3 also lists prediction errors of PHANTOM, the regres-
sion-based approach, and the cross-platform prediction for
1;024 and 2;048 processes (Due to the limitations of the
regression-based approach, only the large processor config-
urations can be predicted. We use the Explorer-100 as the
host platform in the cross-platform prediction, so we can
only predict the performance up to 1,600 processes). The
maximum absolute prediction error of PHANTOM is less than
10 percent for all the programs up to 2,500 processes (for BT
and SP), while the absolute errors for the regression-based
approach vary from 2.62 to 61.77 percent. The cross-plat-
form prediction shows very high prediction accuracy using
a full target platform to compute the relative performance
and the average prediction error is 2.32 percent. However,

the prediction has relatively large errors for some programs
when using a subset of the target platform and the average
prediction error is 18.75 percent. Also, EP is not an iteration-
based application, so we cannot use the cross-platform
approach to predict its performance.

We also analyze the average communication time per-
centage for these programs on Infiniband network in
Fig. 14. For most of these programs, communication time
increases with the number of processes. Among these
programs, CG is the most communication-intensive with
the maximum communication percentage of 77.88 percent
for 2,048 processes.

8.4 Performance Prediction for Amazon
Cloud Platform

Fig. 15 shows prediction results on the Amazon cloud plat-
form with PHANTOM. The sequential computation time of
representative processes is acquired using a single node of
the Amazon EC2 platform. We can find that PHANTOM shows
very high prediction accuracy for most of the applications.
The prediction error of PHANTOM is less than 7 percent on
average for all the applications. For both 113.GemsFDTD
and 128.GAPgeofem, the prediction errors are relative high.
This is because the communication time accounts for most
of the execution time in these programs and communication
contention becomes more serious with the number of pro-
cesses. For example, the communication time percentage in
113.GemsFDTD is more than 80 percent for 128 processes.
In addition, we can find that the applications of 113.
GemsFDTD, 127.wrf2 and 128.GAPgeofem are not scalable
on the cloud.

Through comparing the communication time between
the HPC platform and the Amazon cloud platform in
Figs. 14 and 15, we can find that the communication
becomes a main bottleneck on the cloud platform. On the
Amazon cloud platform using 10-Gigabit Ethernet, the com-
munication time increases rapidly. For some applications,
the communication time is more than 40 percent only for
128 processes. While on the HPC platform, the communica-
tion time is moderate for most of applications. Fig. 16 shows
the latency and bandwidth on HPC platforms and the Ama-
zon cloud platform. The HPC platform has very lower
latency for small messages than the cloud platform, while
the bandwidth of the cloud platform is very close to the
Dawning platform using IB DDR network. Our previous

TABLE 3
Prediction Errors (Percent) of PHANTOM (P.T.), Regression-Based

Approach (R.B.), and Cross-Platform Prediction
(C.P. Uses a Full Target Platform to Compute the
Relative Performance and C.P.-256Only Uses 256

Target Processors to Compute the Relative
Performance) onNebulae

Proc.# BT CG EP LU MG SP

1,024

P.T. -6.22 -9.36 0.95 -6.07 -9.17 -3.68
R.B. -8.38 -25.83 2.62 -30.60 -33.37 -13.31
C.P. 0.72 1.45 N.A. 6.27 2.91 0.25

C.P.-256 -7.59 -28.14 N.A. 28.80 -24.21 -5.02

2,048
P.T. 2.83 -5.33 1.20 -8.15 6.77 -5.58
R.B. -7.26 -34.89 9.00 -61.77 -49.23 -21.29

Fig. 15. Predicted time with PHANTOM on Amazon EC2 cloud platform. Measured means the real execution time of applications. comm means
the communication time percentage of total execution time.
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study [10] shows that the communication latency is a main
reason hindering tightly-coupled parallel applications run-
ning on the current cloud.

8.5 Message-Log Size and Replay Overhead

Table 4 shows the message log size of the representative
processes for NPB programs. Because the number of the
representative processes is far smaller than the total number
of processes described in Section 8.2.1, the message-log size
is reasonable for all the programs. Results also show that
the message log size is highly dependent on the application
communication patterns. Although the number of process
groups in MG increases with the number of processes, the
message log size does not present the similar trend. EP has
the least message logs due to its little communication.

Fig. 17 shows the replayed execution compared with the
normal execution with 1,024 processes. For some programs
such as CG and SP, the replayed execution is much longer
than the normal execution. There are two main reasons
about it. First, we employ the sub-group replay to execute a
subgroup of processes on the same node, so all the inter-
node communications need to be read from the message
logs stored in local disks. Therefore, the replayed execution
time is highly dependent on the message-log size and the
underlying I/O performance of the local disks. Second, dur-
ing the sub-group replay, all the intra-node communica-
tions use the traditional message-passing interfaces, so
large synchronization overhead (waiting for the incoming
messages) can be introduced due to slower processes. How-
ever, based on our experimental results, these aspects have
little impact on the sequential computation time.

On Nebulae, both the lower bandwidth and longer latency
of the local disks compared with IB QDR network signifi-
cantly slow down the replayed execution. Fig. 17 also lists
the disk I/O time for reading the message logs for each pro-
gram (denoted by IO-HDD). We find that the I/O time
accounts for a large proportion of the replayed execution
time. We also measure the replayed I/O time on a RAID-0
built with five solid-state drive (SSD) disks on a local server
(denoted by IO-SSD).We can find that the I/O time is signifi-
cantly reduced. Moreover, the sub-group replay can

eliminate partial inter-node synchronization, so the replayed
execution may be shorter than the normal execution for syn-
chronization-intensive programs such as LU andMG.

8.6 Performance of SIM-MPI Simulator

Table 5 shows the performance of SIM-MPI simulator. SIM-
MPI is a parallel simulator and each thread simulates an
MPI process, but the I/O time used to read message trace
files is limited to the underlying disk performance. All simu-
lations in this paper are executed on a server node (two-way
Xeon E5504 processors, 12 GB of memory). Table 5 gives the
performance of SIM-MPI simulator for different programs.
For most of programs, the simulation time is from several
seconds to several minutes up to 2,500 processes (BT and
SP). Among these programs, LU has the longest simulation
time due to its frequent communication operations.

8.7 Case Study

8.7.1 Analyzing Program Behavior

PHANTOM provides various what-if analysis for application
developers through changing the input parameters of SIM-
MPI. With this feature, application developers can identify
applications’ potential performance bottleneck. We take
NWChem as an example. NWChem [26] is a large computa-
tional chemistry suite supporting electronic structure
calculations using a variety of chemistry models. We use
NWChem to perform a PBE0 calculation on the C240 system
with the c240_pbe0.nw input set. Fig. 18 shows performance
prediction and what-if analysis for NWChem on Explorer-
100. PHANTOM gets very high prediction accuracy and the
average prediction error is 3.3 percent.

To analyze the program behavior, we perform twowhat-if
analysiswith PHANTOM. First, we improve the sequential com-
putation performance by two times (labeled with comp/2),
and then the performance ofNWChemwill improve 22.7 per-
cent on average. Second, if we double the network perfor-
mance (labeled with comm/2), it has little impact on the
application’s performance. To identify the potential perfor-
mance bottleneck of NWChem, we break down the detailed

TABLE 4
Message-Log Size (in GB Except EP in Byte)

Proc. # BT CG EP LU MG SP

128 15.7 31.6 143B 31.8 8.5 20.7
256 13.0 31.6 146B 30.4 13.2 16.8
512 8.1 21.1 146B 18.3 8.0 10.7
1,024 6.7 21.1 146B 12.2 9.5 8.6
2,048 5.4 13.2 146B 9.1 12.7 6.9

Fig. 17. The replayed execution versus the normal execution, and the
replayed I/O time on HDD and SSD for 1,024 processes on Nebulae.

TABLE 5
Performance of SIM-MPI Simulator (Sec.)

Proc. # BT CG EP LU MG SP

128 8.2 8.1 0.1 100.1 1.8 15.7
256 15.9 15.4 0.2 195.0 3.3 29.6
512 64.0 37.4 0.3 349.5 5.8 119.0
1,024 127.5 75.4 0.6 642.9 10.8 233.4
2,048 255.2 182.4 1.2 1196.0 21.0 481.1

Fig. 16. Latency and bandwidth on HPC platforms and Amazon
cloud platform.
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communication overhead ofNWChem in Fig. 19.We can find
that the synchronization overhead accounts for a large pro-
portion of communication overhead. So the network perfor-
mance has little impact on the performance.

8.7.2 Platform Selection

We demonstrate another example of using PHANTOM to help
users select a suitable platform. Fig. 20 shows the prediction
results of PHANTOM for Sweep3D on three target platforms.
The real execution time is measured on each target platform
to validate our predicted results. As shown in Fig. 20,
PHANTOM gets very high prediction accuracy on these plat-
forms. Prediction errors onDawning,DeepComp-F, andDeep-
Comp-B are 2.67, 1.30, and 2.34 percent respectively, with the
maximum absolute error of �6.54 percent on Dawning for
128 processes. We can use the prediction results to help
users compare these platforms. For example, although
Dawning has much lower CPU frequency and peak perfor-
mance than DeepComp-F, it has better application perfor-
mance before 256 processes. DeepComp-B demonstrates the
best performance for Sweep3D among these platforms.

9 DISCUSSIONS

Problem size. The problem size we can deal with is limited by
the scale of host platforms since we need to execute the par-
allel application with the same problem size and the same
number of parallel processes on them to collect message logs
that are required during the replay phase. It should be
noticed that neither the CPU speed nor the interconnect per-
formance of host platforms is relevant to the accuracy of per-
formance prediction on target platforms in our framework.
This implies that we can generate message logs on a host
platform with fewer number of processors/cores than the
target platform. In fact, in our evaluation we have collected
our message logs on a small-scale system. The only hard
requirement for the host platform is its memory size.

There are several potential ways to address this limita-
tion. One is to use grid computing techniques through exe-
cuting applications on grid systems that provide larger
memory size than any single host platform. Another prom-
ising way is to use SSD devices and virtual memory to trade
speed for cost. Note that the message logs only need to be
collected once for one application with a given problem
size, which is a favorable feature of our approach to avoid
high cost for message log collection.

Even so, we still believe that our approach is a solid step
ahead of existing work because it can acquire accurate
sequential computation time with one single node of the tar-
get platform. This is a greatly desired feature for HPC sys-
tem vendors and customers when they design or purchase a
new parallel computer that is in the scale of current largest
machine. Our approach is also important for users of public
clouds to make more cost-effective decision when selecting
suitable cloud instances.

Node of target platforms. We assume that we have at least
one node of the target platform that enables us to measure
computation time at real execution speed. This raises a
problem of how we can predict performance of the target
platform even without a single node.

Our approach can apply with a single node simulator
that is usually ready years before the parallel machine. It is
clear that this will be much slower than the measurement.
Thanks to the representative replay proposed in this paper,
we only need to simulate a few representative processes
and the simulation can be also performed in parallel.

I/O operations. Our current approach only models and
simulates communication and computation of parallel
applications. However, I/O operations are also an impor-
tant factor of parallel applications. In this paper, we focus
on how to acquire the sequential computation time. We
believe that the framework of our approach can be extended
to cope with I/O operations although there are many pend-
ing issues to investigate.

Non-deterministic applications. As a replay-based frame-
work, PHANTOM has limitations in predicting performance for
applications with non-deterministic behaviors. PHANTOM can
only predict the performance of one possible execution of a
non-deterministic application. However, we argue that for
well-behaved applications, non-deterministic behaviors should
not cause significant impact on their performance because it
means poor performance portability. So we believe that it
is acceptable to use the predicted performance of one execu-
tion to represent the performance ofwell-behaved applications.Fig. 19. Breaking down the communication overhead in NWChem.

Fig. 20. Performance prediction for Sweep3D onDawning,DeepComp-F,
and DeepComp-B (M means the real execution time, P means predicted
timewith PHANTOM).

Fig. 18. Performance prediction and what-if analysis for NWChem on
Explorer-100.
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Irregular parallel applications. For irregular parallel appli-
cations such as parallel graph applications, if these pro-
grams are written with message passing interfaces such as
MPI, our approach can also deal with this type of programs.
But we need to emphasize that the load balance of these
irregular applications is highly dependent on the input set
and sometimes there is little computation similarity among
different processes. In the worst case, we need to replay
more process groups for accurate performance prediction.

10 RELATED WORK

There are two types of approaches for performance predic-
tion. One approach is to build an analytical model for the
application on the target platform [3], [4], [6], [12], [27], [28].
Spafford and Vetter also proposed a domain specific lan-
guage for performance modeling [29]. The main advantage
of analytical methods is low-cost. However, constructing
analytical models of parallel applications requires a thor-
ough understanding of the algorithms and their implemen-
tations. Most of such models are constructed manually by
domain experts, which limits their accessibility to normal
users. Moreover, a model built for an application cannot be
applied to another one. PHANTOM is an automatic framework
that requires little user intervention.

The second approach is to develop a system simulator to
execute applications on it for performance prediction. Simu-
lation techniques can capture detailed performance behav-
ior at all levels, and can be used automatically to model a
given program. However, an accurate system simulator is
extremely expensive, not only in terms of simulation time
but especially in the memory requirements. A lot of meth-
ods have been explored to improve the accuracy and
efficiency of predicting parallel performance for system
simulators, such as BigSim [7], [30], MPI-SIM [31].

Trace-driven simulation [1], [32] and macro-level simu-
lation [11] have better performance than detailed system
simulators since they only need to simulate the communi-
cation operations. The sequential computation time is usu-
ally acquired by analytical methods or extrapolation in
previous work. We have discussed their limitations in Sec-
tion 1. In this paper, our proposed representative replay
can acquire more accurate computation time, which can
be used in both trace-driven simulation and macro-level
simulation.

Yang et al. [8] proposed a novel cross-platform predic-
tion method without program modeling, code analysis, or
architecture simulation, which utilizes partial execution for
a limited number of timesteps to compute the relative per-
formance across platforms for a given application. This
novel approach is observation-based and has demonstrated
very high accuracy at extremely low cost for several real-
world applications on multiple large parallel computers. In
fact, we can also use the representative replay to compute
the relative performance and integrate it with the cross-
platform approach for effective prediction. Lee et al. pre-
sented piecewise polynomial regression models and artifi-
cial neural networks that predict application performance
as a function of its input parameters [33]. Barnes et al. [5]
employed the regression-based approach to predict parallel
program scalability and their method shows good accuracy

for some applications. However, the number of processors
used for training is still very large for better accuracy.

Wu and Mueller [18] proposed a set of novel algorithms
to extrapolate communication traces of a large scale app-
lication with information gathered from smaller executions.
Arnold et al. [34] proposed equivalence classes for quick
identification of errors from thousands of processes. Laguna
et al. [35] used scalable sampling-based clustering and near-
est-neighbor techniques to detect abnormal processes in
large-scale systems. Gioachin et al. [36] employed the
record-replay technique to debug large-scale parallel appli-
cations. Statistical techniques have been used widely for
studying program behaviors from large-scale data [37], [38].
Our approach is inspired by these work but to our best
knowledge we are the first to employ determine replay
to acquire the sequential computation time for performance
prediction.

11 CONCLUSION

In this paper, we demonstrate the benefit of an automatic
and accurate prediction method for large-scale parallel
applications. We propose a novel technique of using replay
techniques to acquire the accurate sequential computation
time for large-scale parallel applications on a single node of
the target platform and integrate this technique into a trace-
driven simulation framework to accomplish effective per-
formance prediction. We further propose the representative
replay scheme that employs the similarity of computation
patterns in parallel applications to significantly reduce the
replay overhead. We verify our approach on traditional
HPC platforms and the latest Amazon EC2 cloud platform.
The experimental results show that our approach can get
high prediction accuracy on both types of platforms.
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