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Abstract
tions (CEAs), which consist of numerous components (soft-

Traditionally, Complex Engineering Applica-

ware) and require a large amount of computing resources,
usually run in dedicated clusters or high performance com-
puting (HPC) centers. Nowadays, Cloud computing system
with the ability of providing massive computing resources
and customizable execution environment is becoming an at-
tractive option for CEAs. As a new type of Cloud applica-
tions, CEA also brings the challenges of dealing with Cloud
resources. In this paper, we provide a comprehensive survey
of Cloud resource management research for CEAs. The sur-
vey puts forward two important questions: 1) what are the
main challenges for CEAs to run in Clouds? and 2) what
are the prior research topics addressing these challenges? We
summarize and highlight the main challenges and prior re-
search topics. Our work can be probably helpful to those
scientists and engineers who are interested in running CEAs
in Cloud environment.

Keywords Cloud Computing, Complex Engineering Ap-

plication, Resource Management, Virtualization

1 Introduction

The complexity of product design is pushing the limits of
engineering processes and computing, leading to increased
demand on computing resources and rapidly escalating costs.
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How to meet these requirements becomes a challenge that the
engineering community must address [1].

In recent years, datacenter-based Cloud computing system
is profoundly changing the way people use resources and ser-

vices.

Cloud computing is the delivery of computing as a ser-
vice rather than a product, whereby shared resources, soft-
ware, and information are provided to computers and other
devices as a utility (like the electricity grid) over a network
(typically the Internet). It provides computation, software,
and storage services that do not require end-user knowledge
of the physical location and system configuration, and offers
users a range of benefits including small startup and mainte-
nance costs, economics of scale, customizable execution en-
vironment, etc. Because of these benefits, Cloud computing
is attracting the attention of more and more Complex Engi-
neering Applications (CEAs) users. However, traditionally,
Cloud computing systems have been designed for running
web applications, whose resource requirements are different
from CEAs. For example, unlike web applications, CEAs
typically require low latency and high bandwidth interpro-
cessor communication to achieve best performance. In the
case of Cloud, presence of commodity interconnect and effect
of virtualization result in interconnect becoming a bottleneck
for CEAs. Therefore, it is difficult to achieve anticipated ef-
fects when CEAs run directly on current Cloud computing
environment [2].

In this paper, we aim to answer two questions from the
perspective of Cloud resource management: 1) what are the
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main challenges for CEAs to run in Clouds? and 2) what are
the prior research topics addressing these challenges?

The remainder of this paper is organized as follows: In
Section 2, we briefly introduce the examples of CEA. In Sec-
tion 3, we present opportunities for CEA in Cloud computing
systems. Next, in Section 4 we propose a taxonomy of the
state of the art based on the scientific problems, and review
how each problem has been tackled in related research. We
provide a discussion on the current challenges and research
topics in Section 5. Finally, this paper is concluded in Sec-
tion 6.

2 Whatis CEA?

Complex product design is a multidisciplinary optimiza-
tion process, in which a large number of disciplinary vari-
ables are processed to find the optimal or satisfactory so-
lutions. Engineers usually use many software packages to
perform scientific computations of aerodynamics, thermo-
dynamics, structure analysis, etc., seeking multidisciplinary
design optimization [3]. In order to increase the develop-
ment efficiency, these multi-disciplinary design, analysis and
simulation software packages are generally integrated into a
CEA used for complex product design and analysis computa-
tions [4]. Although there is no single widely accepted view of
CEA in the field, CEA can be presented in many ways [4—6].
In this paper, we refer to CEAs as the engineering applica-
tions, the characteristics of which are as follows:

e Many connected components (i.e., software packages

with different functions);

e Complex internal executable process, e.g., iterative op-
timization.

e Diverse and dynamic resources (e.g., CPU, GPU, disk
and I/O resources) requirements at different stages dur-
ing run time;

e Massive demand for computing and I/O resources, etc.

CEAs have been widely applied in the field of industrial
manufacturing, e.g., shipbuilding and auto manufacturing, to
improve time-intensive design. They often combine complex
simulation codes based on fine computational meshes and al-
gorithms for numerical optimization. For example, in the
fluid-dynamic design of marine, aeronautical, and automo-
tive transport systems, the shape plays a key role and its de-
tailed analysis often requires the solution of nonlinear partial
differential equations (PDE), namely the NavierStokes equa-
tions [7], which are particularly expensive from a computa-
tional point of view in case of a realistic three dimensional

geometry. However, the cost of a simulation, i.e., an objec-
tive function evaluation, is CPU time consuming. A typical
Ship Design analysis with Navier-Stokes equations takes as
much as 10 hours per function evaluation for a three dimen-
sional mesh, for example 2 x 10° nodes [8]. Nonetheless,
other applications may require more time (One characteris-
tic of CEA: massive demand for computing).

In the rest of this section, we take Ship Design as an ex-
ample to give a basic picture of CEA. Generally, Ship Design
involves hull, machinery, and electrical design. Furthermore,
the hull design consists of three parts: overall, structure, and
outfitting design, which are interrelated and influenced each
other. In this complex system, lots of components or subsys-
tems need to be designed. Besides, the specific problems and
contradictions among hull, machinery, and electrical design
need to be addressed coordinately.

Because the complexity of Ship Design, it is not possible
to finish it in one time, but by a process of successive approxi-
mation which is an iterative process of design selection, anal-
ysis and validation. Fig. 1 shows the ship design spiral. Each
cycle improves the detail level of design, while reducing the
number of alternatives. From design assignment to the com-
pletion of construction, the process is generally divided into
four stages: preliminary design, detail design, production de-
sign, and documentation. The successive approximation pro-
cess design runs through every stage (One characteristic of
CEA: complex internal executable process, e.g., iterative
optimization).

Mission[Requirements

el tonnage
Payloa
eping and
v erability
. ling State
Weight i Stability
Displacemen
I Structure
Principal B
and Lines angement

Equipment Selection

Fig.1 Procedure of Ship Design.

Contemporary Ship Design relies on computer aided de-
sign (CAD) technology involving different computational
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analysis software and different running environments. Taking
the hydrostatic and hydrodynamic analysis of preliminary de-
sign stage as examples, first, the geometric model of the hull
is established by modelling software (e.g., TRIBON M3 [9]
of Kockums Computer System (KCS) in Sweden). Second,
the simulation analysis software (e.g., Fluent [10]) is used to
mesh this geometry model and define boundary conditions.
Third, the mesh model is invoked with specific parameter
values to analyze the hydrodynamic properties of the hull,
and the hydrostatic and hydrodynamic resistance is obtained
separately after simulated calculation under different condi-
tions. At last, the output parameters such as hull pressure are
processed by post-processing software (e.g., ANSYS CFD-
Post [11]), and the simulation results are used to provide en-
gineers with guidance for the following design stages. Be-
sides, since a ship is a huge system consisting of millions of
parts [12], it will produce large amounts of 3D CAD data and
have massive demand on storage and computing during the
Ship Design [13] (Characteristics of CEA: many software
packages with different functions and diverse resources
requirements at different stages during run time).

3 Opportunities for Running CEA in Cloud

Compared to traditional computing environments, the
main advantages of Cloud computing towards CEAs are as
follows.

3.1 Customizable Execution Environment

Different stages and components of CEAs probably ex-
hibit different functional properties and environmental re-
quirements. For example, in the scenario of CEAs having
to use legacy programs, different components may be de-
veloped with different languages based on different software
stacks, even run on different operating systems. Therefore,
the complexity of CEAs is largely reflected in their diverse
and heterogeneous execution environments, which introduces
great challenges to system configuration, management, and
resource scheduling of the computing system hosting CEAs.

Compared to traditional computing environments, in ad-
dition to offering massive computing and storage resources
to CEAs, the biggest advantage of Cloud computing is to
provide feasible techniques and efficient solutions to sup-
port heterogeneous environments by virtualization technol-
ogy. Computing environment can be customized according
to the specific needs of applications in Cloud computing sys-

tem. For example, the pre-customized operating system and
optimized software stack can be packaged as virtual appli-
ance. Engineers can easily and quickly deploy a customized
computing environment for CEAs through adopting suitable
virtual appliance, and extend the life-cycle of the legacy ap-
plications by shielding heterogeneous hardware resources for
upper layer software (operating system, application software,
etc.). Another example is that virtualization can greatly im-
proves the configurability of the I/O system of datacenters,
and makes the type of file systems and I/O nodes as config-
urable resources. In fact, this feature is usually missing in
traditional computing environment.

3.2 Flexible Resource Management

By means of virtualization technology, Cloud computing
can provide new resource management and usage patterns,
where virtual machine (VM) is the basic unit of granularity,
for CEAs to satisfy their elastic and scalable resource require-
ments. For one thing, Cloud computing can assign resources
according to the characteristics of CEAs. For another thing,
Cloud computing can provide standard interfaces for users to
customize and optimize the stack software on their VMs.

Different from traditional computing environments, Cloud
computing can provide intensive computing resources, het-
erogeneous execution environments (e.g., different kinds of
guest operating systems), and on-demand dynamic resource
allocation for CEAs. Besides, taking Electronic Design Au-
tomation (EDA) as an example, the Cloud-based EDA not
only makes automatic design faster by the virtue of massive
parallel computing power and abundant resources supply of
Cloud platform, but also allows users to enjoy pay-per-use
EDA service [14] which is especially helpful to small-to-
medium-sized enterprises/businesses.

3.3 Cost-effectiveness

Cloud computing is probably the most cost efficient
method to use, maintain and upgrade. Rather than purchas-
ing expensive equipment, users can reduce their costs by us-
ing the resources of Cloud computing service providers. Tra-
ditional desktop software costs companies a lot in terms of
finance. Adding up the licensing fees for multiple users can
prove to be very expensive for the establishment concerned.
The Cloud, on the other hand, is available at much cheaper
rates and hence, can significantly lower the users’ IT ex-
penses. Besides, there are many one-time-payment, pay-as-
you-go and other scalable options available, which makes it
very reasonable for the users.
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— Feasibility of CEAs in Cloud

— Cloud resource provision pattern

1/0O virtualization

CEAs in Cloud

Disk 1/0 virtualization

L |  Cloud resource scheduling

Network 1/O virtualization

Workflow scheduling in Cloud

Hybrid scheduling with CPU and GPU in Cloud

Resource Scheduling for performance assurance
and optimization in Cloud

Fig. 2 Issues from the perspective of Cloud resource management when CEAs running in Cloud.

4 State of the Art

Since the CEA is the newcomer in Cloud computing sys-
tem, in this section, we first survey the feasibility of running
CEAs in Clouds. According to the characteristics of CEAs
(described in Section 2), we then focus on three important
aspects (i.e., resource provision pattern of Cloud, I/O virtual-
ization technology, and Cloud resource scheduling) from the
perspective of Cloud resource management.

Specifically, the organization of the state of the art in this
section is shown in Fig. 2, and the reasons are as follows.

e In order to meet the diversified resource demands of
CEAs in cloud, which is one of the CEAs’ character-
istics, we explore the research progress of the Cloud re-
source provision pattern.

e Components of CEAs are usually parallel-optimized
programs. Therefore, I/O virtualization technology in
Cloud will play an important role in the performance of
CEAs when CEAs move to Cloud.

o Cloud resource scheduling is always an overarching re-
search issue, especially for CEAs with complex internal
executable process and many connected components.

4.1 Feasibility of CEAs Running in Cloud

CEAs usually require scientific computing and workflow.
The recent works in [15-20] have showed feasibility of
scientific computing applications and workflows in Cloud,
and given some study on two aspects of “performance” and
“cost”. And the needs of the scientific Cloud are pointed
out in [21], e.g., accessing parallel file systems, low-latency
high bandwidth interconnect, legacy data sets, programming
model for characteristics of scientific data and analysis meth-

ods, pre-installing and pre-tuning application software stacks,
and customizing site-specific policies.

Besides, researchers explore the GPU acceleration for
Computer Aided Engineering (so far, the closest example
of CEAs) in GPU-enabled Amazon EC2 [22]. Their results
show that, although good performance can be achieved, some
development is still needed to achieve peak performance.

Summary: Cloud computing has emerged as the latest
and most dominant utility computing solution. Existing re-
searches show that it is feasible to run CEAs in cloud. On the
other hand, they also indicate that the current cloud comput-
ing is not perfectly suitable to CEAs, because it is not specif-
ically designed to perform CEAs.

4.2 Resource Provision Model of Cloud

CEAs typically run in dedicated clusters or HPC centers.
In this section, we organize the state-of-the-art as follows.
We first compare the resource provision models of traditional
HPC centers and Cloud datacenters. And then we explore the
requirements of CEAs on Cloud resources provision model.

The provision model of traditional HPC center resources
is computing node pool. HPC center usually provides batch
scheduling model to access computing resources. Its resource
scheduling generally takes physical node as provision unit,
because it is difficult to achieve isolation of different jobs on
physical node. In order to serve different types of users, some
HPC systems (such as IBM SP2 and HP Superdome) partition
the compute nodes pool [23,24]. By contrast, Cloud datacen-
ters based on virtualization technology organize resource to
form virtual computing and storage pools. Taking Amazon
EC2 as an example, customers can apply for cluster compute
instances (CCI) to expedite their HPC workloads on elastic
resources and save money by choosing low-cost pricing mod-
els [25].
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Many CEAs have parallel computing components with in-
tensive communication. If we run CEAs in current Amazon
EC2 CC(lIs, their performance will suffer a lot from virtual-
ization and network infrastructure [26]. In this case, a hybrid
resource provision model composed of traditional HPC clus-
ters and virtualized datacenters can better meet the needs of
CEAs. Actually, different kinds of applications can obtain
optimized performance by using different types of nodes in
datacenters. For example, a study on constructing datacen-
ter servers with general-purpose high-performance CPUs and
low-power CPUs is carried out in [27] and [28], which reveal
the possibility and necessity of heterogeneous resource pro-
vision in datacenters.

Summary: Recent studies show the probability and ne-
cessity of using heterogeneous resources to satisfy different
kinds of applications in clouds. But up till now, it lacks sys-
tematic provision models of cloud resources for CEAs.

4.3 1/O Virtualization Technology in Cloud

I/O virtualization technology plays an important role in the
performance of applications with intensive I/O requirements
running in Cloud. However, the driver domain-based model
for I/O virtualization exhibit poor performance. In this sec-
tion, we investigate the related work on network and disk I/O
virtualization in Cloud, respectively.

4.3.1 Network I/O virtualization

Over the last few years, a fair number of research efforts
have been dedicated to enhance I/O virtualization technol-
ogy so as to improve networking performance. Achievements
can be divided into two classes: 1) software enhancements of
driver domain model; and 2) advanced hardware enabled I/O
virtualization.

For the software enhancements of driver domain model,
the authors of [29] propose several optimizations to the mem-
ory sharing mechanism implemented in Xen so as to improve
cache locality by moving grant copy operation from driver
domain to guest VM. Besides, they propose to relax memory
isolation property to reduce the number of grant operations
performed. However, performance would come at the cost
of isolation, one of the most attractive benefits of Xen archi-
tecture. Later on, the authors of [30] modify Xen to sup-
port multi-queue network interfaces to eliminate the software
overheads of packet demultiplexing and copying and develop
a grant reuse mechanism to reduce memory protection over-
heads. However, their work complicates live migration of
VMs. A lightweight communication mechanism is proposed

in [31] to mitigate the network I/O virtualization overhead of
inter-domain communication and non-inter-domain commu-
nication. However, this work does not give the method of
how to determine the relationship (i.e., inter-domain or non-
inter-domain) between communicating VMs. In [32], the au-
thors propose a new design for the memory sharing mech-
anism with Xen which completes the mechanism presented
in [29]. The basic idea of the new mechanism is to enable the
guest domains to unilaterally issue and revoke a grant. This
allows the guest domains to protect their memory from in-
correct direct memory access (DMA) operations. While such
optimizations appear ideal for server-oriented workloads, the
TCP/IP stack imposes a significant overhead when used for
message passing.

Beyond the memory sharing mechanism, the authors of
[33] propose to optimize the interrupt deliver route and
shorten the network I/O path so as to increase the network
I/O performance in virtualized environments. However, they
point out that the performance impact is still substantial, es-
pecially on the receive side. In [34], the authors show how
the cache topology greatly influences the performance. Then
they propose to separate the interrupt handling from applica-
tion processes and execute them on cores with cache affin-
ity. Cache aware scheduling is proposed in [35] to reduce
inter-domain communication cost. Furthermore, the authors
improve packet processing in driver domain through a more
efficient packet switching in a bridge. However, it suffers
from the overhead of extra data copy. Recently, researchers at
IBM Research laboratory present ELI (ExitLess Interrupts),
a software-only approach for handling interrupts within guest
VM directly and securely in order to improve the throughput
and latency of unmodified guest operating systems [36]. The
current ELI implementation configures the shadow IDT (In-
terrupt Descriptor Table) to force an exit when the guest is not
supposed to handle an incoming physical interrupt, which re-
sults in the overhead of physical interrupts not assigned to the
guest.

Since bridging operations inside driver domain introduce
increasingly significant overhead when the number of VMs
increases, several solutions of advanced hardware enabled
I/O virtualization emerge to address this issue. Intel pro-
poses using VM device queues (VMDq) [37]. At the chipset
level, VMDq handles parallel queues of packets, routing
them to the appropriate VMs and offloading the Virtual Ma-
chine Monitor (VMM). With concurrent direct network ac-
cess (CDNA) technique [38, 39], the driver domain disap-
pears from the networking architecture. The VMM directly
assigns ownership of queues in the NIC to the VMs and deliv-
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ers virtual interrupts upon arrival of packets to the appropriate
destinations. Another hardware-based approach is SR/MR-
IOV [40], a standard that allows a physical device to present
itself to the system as multiple virtual devices, exporting to
VMs part of the capabilities of smart network devices. Thus
all the overhead related to the driver domain is eliminated.
However, these techniques loose the traffic monitoring possi-
bilities offered by the driver domain model.

4.3.2 Disk I/O virtualization

Disk 1/O scheduler is an important part of modern oper-
ating systems. Its function is to improve disk utilization,
gain better application performance, and performance iso-
lation. Currently, the design of disk I/O scheduler is based
on the assumption of the delay characteristics of underlying
disk technology. In virtualized environment, VMM is used to
share underlying storage resource among multiple competing
VMs, and the delay characteristics of disk service observed in
VM are very different from the assumption about delay char-
acteristics in native environment. Therefore, it is necessary
to redesign disk I/O scheduler of VMs. In this section, we
survey two important issues of common concern on disk I/O
virtualization as follows.

e disk bandwidth utilization;

o disk I/O resource allocation.

On the disk bandwidth utilization side, the work [41]
presents Antfarm that can be used by a VMM to indepen-
dently overcome part of the “semantic gap” separating it from
the guest operating systems it supports, and improve disk
bandwidth utilization in a virtualized environment. Antfarm
relies on passive monitoring, which means that it is unable to
guarantee interposition on events before they happen. A two-
level scheduling framework, which decouples throughput and
latency allocation to provide QoS guarantees to VMs while
maintaining high disk utilization, is presented [42]. Solely
based on requests’ own characteristics, a light-weight disk
scheduling framework [43] can make any work-conserving
scheduler non-work-conserving, i.e., able to take future re-
quests as dispatching candidates, to fully exploit locality and
improve the utilization of disk bandwidth. In order to im-
prove the disk performance of VMs, researchers from Peking
University propose some optimizations: 1) reducing VM Ex-
its by merging successive I/O instructions and decreasing the
frequency of timer interrupt; and 2) removing some redun-
dant operations from guest operating system, for example,
the operations useless in virtual environment [44]. In [45],
spatial locality is explored to improve disk efficiency in vir-

tualized environments. The work in [46] presents a method
for multiplexing multiple concurrent burst workloads on a
shared storage server. In this work, VMM dynamically allo-
cates I/O bandwidth among multiple VMs sharing a Storage
Area Network (SAN) system. These methods are very help-
ful, however, they need to be extended to take the advantage
of the availability of new technologies, such as solid state
drive (SSD).

On disk I/O resource allocation side, current research
mainly includes two aspects as follows.

e Disk I/O resource allocation based on fairness and per-

formance isolation among VMs;

e Proportional allocation of disk I/O resource based on

VM I/O performance requirements.

For the former aspect, the work in [47] presents a vir-
tual I/O scheduler (VIOS) that provides absolute performance
virtualization by fairly sharing I/O system resources among
guest operating systems and their applications, and guaran-
tees performance isolation in face of feature variations of I/O
streams. On the other hand, it also demonstrates improved
fairness at the cost of throughput. Researchers from Georgia
Institute of Technology propose the notion of Differential Vir-
tual Time (DVT), which can provide service differentiation
with performance isolation for resource management mecha-
nisms in guest operating system [48]. However, the improve-
ment is still moderate compared to the available I/O capacity
because, it does not explicitly focus on reducing the most im-
portant and common component of I/O processing workflow,
i.e., IRQ processing latency.

For the latter aspect, researchers from VMware Inc.
introduce PARDA [49], a software system that enforces
proportional-share fairness among distributed hosts access-
ing a storage array, without assuming any support from the
array itself. However, it does not take account of data lo-
cality. They also propose mClock [50], an algorithm for I/O
resource allocation in a VMM, which supports proportional-
share fairness subject to minimum reservations and maxi-
mum limits on the I/O allocations for VMs. However, the in-
herent tension between efficiency and isolation means that, in
practice, cloud computing systems continue to provide poor
isolation. The work in [51] presents FAIRIO, a cycle-based
I/O scheduling algorithm. It enforces proportional sharing of
I/O service through fair scheduling of disk time. During each
cycle of the algorithm, I/O requests are scheduled according
to workload weights and disk-time utilization history. Note,
however, that a guaranteed disk-time share may not, in gen-
eral, translate to a guaranteed throughput share. This is be-
cause two workloads with equal disk-time shares may receive


https://www.researchgate.net/publication/270100842_Flubber_Two-level_Disk_Scheduling_in_Virtualized_Environment?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/269484144_Modifying_Guest_OS_to_optimize_IO_virtualization_in_KVM?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/262407304_Antfarm_Tracking_processes_in_a_virtual_machine_environment?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/262255495_Exploiting_Spatial_Locality_to_Improve_Disk_Efficiency_in_Virtualized_Environments?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/257571747_FAIRIO_A_Throughput-oriented_Algorithm_for_Differentiated_IO_Performance?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/224140605_Evaluating_standard-based_self-virtualizing_devices_A_performance_study_on_10_GbE_NICs_with_SR-IOV_support?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/221353851_PARDA_Proportional_Allocation_of_Resources_for_Distributed_Storage_Access?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/221353692_A_Scheduling_Framework_That_Makes_Any_Disk_Schedulers_Non-Work-Conserving_Solely_Based_on_Request_Characteristics?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/221151132_A_flexible_approach_to_efficient_resource_sharing_in_virtualized_environments?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/221137805_Virtual_IO_scheduler_A_scheduler_of_schedulers_for_performance_virtualization?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/220851713_mClock_Handling_Throughput_Variability_for_Hypervisor_IO_Scheduling?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==
https://www.researchgate.net/publication/220831906_Differential_Virtual_Time_DVT_Rethinking_IO_service_differentiation_for_virtual_machines?el=1_x_8&enrichId=rgreq-825d125efcc71b0ed7b07a12fa4c1147-XXX&enrichSource=Y292ZXJQYWdlOzI5MTE4NDg1MztBUzozMzU5Mjk1MjE3ODY4ODBAMTQ1NzEwMzI0NzA2MQ==

Front. Comput. Sci.

different bytes per second (B/s) or I/O operations per second
(IOPS) due to the different costs of I/O requests and intra-disk
scheduling decisions that may cause requests to be processed
in an order deemed to maximize aggregate throughput. Re-
searchers from Princeton University introduce Pisces [52], a
system that achieves per-tenant weighted fair sharing of sys-
tem resources across the entire shared service, even when par-
titions belonging to different tenants are co-located and when
demand for different partitions is skewed or time-varying.

Summary: Cloud computing has gone deep in the hearts
of people in the past few years. However, advances that
make Cloud computing possible are not homogeneous: while
adding more computational power was demonstrated feasible
both in terms cost and scalability, the I/O abilities in terms of
networking and storage are lagging behind. Given the data-
intensive nature of CEA workloads, the performance of I/O
virtualization is a significant factor in the overall performance
of CEAs, thus becoming a critical focus area.

4.4 Resource Scheduling Methods in Cloud

Resource scheduling is the key focus of Cloud computing,
and its policy and algorithm have a direct effect on the perfor-
mance of applications. In this section, we survey related work
on workflow scheduling in Cloud, because it is one of the ef-
fective ways to improve the efficiency of CEAs with complex
internal processes. Since different users probably have differ-
ent performance and resources requirements for CEAs, we
summarize the related work on hybrid scheduling with CPU
and GPU in Cloud and resource scheduling for the assurance
and optimization of applications performance, respectively.

4.4.1 Workflow scheduling in Cloud

First, we present the limitation of workflow scheduling al-
gorithms in traditional scenario. And then we summarize the
research on workflow scheduling in Cloud.

In traditional scenario, most existing workflow schedul-
ing algorithms only consider the computing environment in
which the number and scale of compute resources is bounded.
Compute resources in such an environment usually cannot
be provisioned or released on demand, and these resources
are not released to the environment until an execution of the
workflow completes.

To address the above problem, a SHEFT workflow
scheduling algorithm to schedule a workflow elastically
in Cloud is proposed in [53]. Based on iterative ordi-
nal optimization (I0O), the work in [54] proposes a work-
flow scheduling method to schedule scientific workflows in

Clouds, and this method outperforms the Monte Carlo and
Blind-Pick methods and yields higher performance against
rapid workflow variations. A dynamic critical-path-based
adaptive workflow scheduling algorithm for grids and Clouds
is presented in [55], which determines efficient mapping of
workflow tasks to grid and Cloud resources dynamically by
calculating the critical path in the workflow task graph at
every step. To improve the performance of running scien-
tific workflows and cut down their cost in Clouds, a Cloud-
based bioinformatics workflow platform for large-scale next-
generation sequencing analyses is introduced in [56], which
enables reliable and highly scalable execution of sequencing
analyses workflows in a fully automated manner. And the
work in [57] puts forward a two-stage data placement strat-
egy and a task scheduling strategy for efficient workflow ex-
ecution across geo-distributed datacenters by utilizing data
dependencies.

During the data-intensive scientific workflow execution, a
large volume of new intermediate data will be generated [58].
They can be even larger than the original data and contain
some important intermediate results [59]. After the execu-
tion, some intermediate data need to be stored for future
use so as to save regeneration cost when they are reused.
Therefore, [59] presents an intermediate data storage strategy
that can reduce the cost of scientific Cloud workflow system
by automatically storing the most appropriate intermediate
datasets into Cloud storage. In order to reduce the time cost of
data movements between datacenters and deal with the data
dependencies while keeping a relative load balancing of dat-
acenters, the work in [60] proposes a data placement strategy.

4.4.2 Hybrid scheduling with CPU and GPU in Cloud

Because of powerful computing capabilities as well as rel-
atively lower power consumption and cost, using accelerators
for general-purpose computing is rapidly emerging in recent
years. The coupling of accelerators and multi-core CPUs has
given rise to a heterogeneous environment with a deep stor-
age architecture (having the characteristics of non-uniform
memory access) and a variety of computing devices. Here
we focus on three aspects as follows.

e Hybrid scheduling with CPU and GPU;

e GPU virtualization;

e GPU in CAE/CAD.

In the research areas of hybrid scheduling with CPU and
GPU, Mars [61] and Merge [62] are the first two projects to
evaluate the joint use of GPU and CPU aiming the efficient
execution of applications. Mars, a MapReduce framework
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on the GPU is designed and implemented in [61], which pro-
vides a small set of APIs that are similar to those of CPU-
based MapReduce. Mars was the first large scale GPU sys-
tem, though its scalability is limited; it uses only one GPU
and in-GPU-core tasks. Another shortcoming is that the li-
brary, not the user, schedules threads and blocks, making
it hard to fully exploit certain GPU capabilities (e.g. inter-
block communication). The Merge framework [62] replaces
current ad hoc approaches to parallel programming on het-
erogeneous platforms with a rigorous, library-based method-
ology that can automatically distribute computation across
heterogeneous cores to achieve increased energy and perfor-
mance efficiency. With Merge framework, the computation-
to-processor mappings are statically determined by the pro-
grammer. This manual approach not only puts burdens on
the programmer but also is not adaptable, since the optimal
mapping is likely to change with different applications, dif-
ferent input problem sizes, and different hardware/software
configurations. The work in [63] presents a method for au-
tomated instantiation of heterogeneous FastFlow CPU/GPU
parallel pattern applications on heterogeneous hybrid Cloud
platforms. A systematic methodology is proposed in [64]
to exploit approximated analytical performance/cost models,
and an integrated programming framework that is suitable
for targeting both local and remote resources to support the
offloading of computations from structured parallel applica-
tions to heterogeneous Cloud resources. An experimental
heterogeneous programming system called Qilin is imple-
mented in [65], which proposes a fully automatic technique
to map computations to processing elements on a machine
equipped with CPU and GPU. In fact, Qilin requires and
strongly relies on its own programming interface. This im-
plies that the system cannot directly port the existing CUDA
codes, but rather programmers should modify the source code
to fit their interfaces. The work in [66] propose a compiler
(generating middleware API code for the multi-core, as well
as CUDA code to exploit the GPU) and runtime framework
that can map a class of applications. While purely dynamic
approaches neither require user intervention nor profiling,
they do not take any kernel characteristics into account which
often leads to poor performance [67].

On the GPU virtualization side, recent research focuses
on how to make VM access to GPU accelerator [68—73].
GViM, a system designed for virtualizing and managing the
resources of a general purpose system accelerated by graph-
ics processors, is presented in [68]. GViM requires modifica-
tion to the guest VMs running on the virtualized platform, a
custom kernel module must be inserted to the guest operating

system. The work in [69] describes vVCUDA, which allows
applications executing within VMs to leverage hardware ac-
celeration and can be beneficial to the performance of some
HPC applications in a transparent way. The GPU Virtualiza-
tion Service (gVirtuS) presented in [70] tries to fill the gap
between in-house hosted computing clusters, equipped with
GPGPUs devices, and pay-for-use virtual clusters deployed
via public or private computing Clouds. It implements vari-
ous communicator components (TCP/IP, VMCI for VMware,
VMSocket for KVM) to connect the front-end in guest OS
and back-end in host OS. The design of communicator seems
similar to the transfer channel in VMRPC [74], but RPC-
based optimization that exploits the inherent semantics of the
application, such as data presentation, would perform better
than those merely optimizing data transfer channels. The au-
thors of [75] propose a method of virtualizing high-end GPG-
PUs on ARM clusters for the next generation of high perfor-
mance Cloud computing.

The application of GPU in CAE and CAD has been
demonstrated by existing studies. A parallel explicit finite
element (FE) based on GPU architecture for sheet forming
is developed in [76] to address the tradeoff problem between
the accuracy and efficiency for application introduced by the
increase of complexity and scale of CAE model. A Cloud
scheduler for finite element analysis service is presented in
[77], which can dynamically select some of the required pa-
rameters, partition the load and schedule it in a resource-
aware manner. Researchers from Argonne National Labo-
ratory describe a GPU-based approach [78] for the dynamic
simulation of complex CAE models where large collections
of rigid bodies interact mutually through millions of frictional
contacts and bilateral mechanical constraints.

The appearance of crack/gap artifacts between faces due
to the approximations of the trimming curves prevents the us-
age of direct GPU rendering in CAD systems, and the work
in [79] present a solution, combining a unique representation
of the faces of the solid model with fragment shader algo-
rithms. In [80], researchers apply GPU computing technol-
ogy to carry out the machining error control which is a critical
and time-consuming issue in 5-axis flank milling of complex
geometries. And the numerical results of [81] show that the
GPU architecture fits the PSO framework well by reducing
computational timing, achieving high parallel efficiency and
finding better optimal solutions by using a large number of
particles. In [82], a GPU is used to effectively perform multi-
body dynamic simulation with particle dynamics, and the re-
sults show that the greater the number of particles, the more
computing time can be saved.
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4.4.3 Resource Scheduling for performance assurance and
optimization in Cloud

For the performance assurance of Cloud application, in
[83], an autonomic resource manager is proposed. It can au-
tomate the management of virtual servers while taking into
account both high-level QoS requirements of hosted applica-
tions and resource management costs. The work in [84] de-
velops Q-Clouds, a QoS-aware control framework that tunes
resource allocations to mitigate performance interference ef-
fects. A service management framework implementation is
defined in [85], which supports on demand Cloud provision-
ing and present a monitoring framework that meets the de-
mands of Cloud-based applications. The service provision-
ing problem is modeled as a Generalized Nash game in [86],
and an algorithm is proposed to manage and allocate the [aaS
resources to the competing Software-as-a-Services (SaaSs)
which need to comply with QoS requirements. Similarly,
a multi-objective optimization genetic algorithm [87] is pre-
sented to decide how to allocate virtualized resources on the
Cloud to Web applications. In order to implement the QoS-
aware execution of cloud applications, a resource elastic-
ity framework is presented in [88]. A SLA-driven resource
scheduling scheme is designed in [89] that selects a proper
datacenter among globally distributed centers operated by a
provider. And a SLA-aware autonomic cloud solution is in-
troduced in [90], which enables the management of large
scale infrastructure while supporting multiple dynamic re-
quirement from users.

A dynamic service provision (DSP) model [91], for many
task computing (MTC) or high throughput computing (HTC)
service providers is proposed by researchers at Chinese
Based on DSP model, the Dawn-
ingcloud is implemented, which provides automatic manage-

Academy of Sciences.

ment for MTC and HTC workloads. In order to improve the
performance of parallel applications with synchronization re-
quirements in Cloud, a cache contention-aware scheduling
approach is proposed in [92]. And a communication-driven
scheduling approach for virtual clusters in cloud is presented
in [93,94].

Summary: Generally, Cloud resource scheduling plays an
important role in the performance of Cloud applications. To
assure and improve the performance of Cloud applications,
researchers have proposed many different approaches for dif-
ferent types of applications in recent years. The emergence
of new type of Cloud application, e.g., CEA discussed in
this paper, brings new challenges of resources scheduling. It
can motivate researchers to study new scheduling solutions,

which should consider heterogeneity of the Cloud resources
and the features of CEA workloads.

5 Challenges and Research Topics

CEAs usually involve a number of components with strong
dependency [6, 95-98], and have the problems of iterative
tuning. They not only have large amount of parallel com-
puting and intermediate files, but also have high disk I/O
load [19,58,99,100] and frequent communication [18]. Based
on the related literature in Section 4, we find that three chal-
lenges have not been sufficiently solved when CEAs run-
ning in Cloud from the perspective of Cloud resource man-
agement. The overview of challenges and research topics is
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Fig. 3 Research topics of cloud resource management for CEAs

5.1 How to Build a New Cloud Resource Provision Model
Based on the Resource Demands of CEA?

To obtain better performance for CEA in Cloud, one of
the issues needed to be solved is that how Cloud comput-
ing provides appropriate resource provision model accord-
ing to the resource demands characteristics of CEA. The re-
source provision model in traditional high performance com-
puting center is based on physical node pool and the resource
scheduling algorithms mainly consider when and how the re-
quested computing nodes should be assigned to the jobs in
job queue. However, the existing Cloud computing centers
usually use virtualization technology to partition the physical
nodes into many independent VMs, and provide virtual stor-
age devices such as Amazon Simple Storage Service (S3) and
Elastic Block Storage (EBS).

The requirement of new resource provision model arises
when CEAs run in Cloud. The reasons are as follows: First,
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CEAs often require a large amount of computation and low-
latency communication, but the VM technology increases
communication delay obviously. That is to say, VM-based
organization form of traditional Cloud computing resources
may not provide full support for CEAs. Second, different
components of CEAs may vary a lot in the demand for re-
sources. For example, some components may be compute-
intensive, and some others may be I/O-intensive. So CEAs
are likely to put forward the demand for heterogeneous nodes
in Cloud. However, the provision model of resources in
the existing Clouds mainly focuses on approximate homo-
geneous nodes.

In order to improve the performance of CEAs in Cloud,
characteristics analysis and performance prediction technolo-
gies for CEAs and new resource provision models in Cloud
are extremely needed.

5.1.1 Characteristics analysis and performance prediction

technologies for CEAs running in Cloud

First, we need accurate metrics reflecting the characteris-
tics of CEAs, and methods extracting the abstract descrip-
tions of the affinities and dependencies among CEAs com-
ponents. Second, we need to identify the resource objects
which determine the performance of CEAs, then study the
techniques of relationship mining between resource objects
and application performance. Based on these work, perfor-
mance prediction technology for CEAs in Cloud can be stud-
ied so as to lay the foundation for the research on Cloud re-
source provision and management methods towards CEAs.

5.1.2  Provision model of heterogeneous Cloud resources

Different components of CEA may be inclined to require
different types of Cloud resources. In this situation, it is sig-
nificant to explore the provision model of heterogeneous re-
sources in Cloud. Based on the effective techniques of re-
source organization and allocation in traditional high perfor-
mance computing environment and virtualization technology,
researchers need to explore the appropriate expression for the
heterogeneity of Cloud resource, and analyze the impact of
different resources provision models on CEA performance,
then study the resource provision models suitable for differ-
ent types of CEAs in Cloud.

5.2 How to Design and Optimize Virtualization Techniques
for CEA in Cloud Environment?

Virtualization benefits for system management and re-
source utilization. However, it introduces additional perfor-
mance overhead. It cannot avoid the performance decrease
of CEAs introduced by virtualization in current Cloud sys-
tem, especially when CEAs contain a large number of disk or
network I/O-intensive components, or a combination of both.

Taking disk I/O as an example, since VMM does not un-
derstand disk access characteristics of applications running in
VM, VMM not only lacks of global view of disk access char-
acteristics of processes, but also ignores the I/O access char-
acteristics of VMs. Therefore, it results in inefficient low-
level 1/O scheduling and degrades the performance of CEAs.

There exists a contradiction between the high-performance
requirements of CEAs and performance loss introduced by
virtualization technology. The point is that we need to main-
tain the strengths of virtualization technology, while over-
coming its negative impacts. Recently, some optimization
methods for virtualization are put forward, but at the ex-
pense of sacrificing some virtualization merits (e.g., live mi-
gration, isolation, and security). Therefore, it is necessary to
re-design and optimize the virtualization techniques in Cloud
to satisfy the performance requirements of CEAs.

5.2.1 Network I/O optimization techniques

Parallel computing technology has been widely used in en-
gineering applications to speed up the design process. There-
fore, it is important to explore the application-aware alloca-
tion strategies and control techniques of network 1/O latency
and bandwidth. Besides, researchers also need to address the
semantic isolation problem and reduce the overhead of con-
text switching resulted from interrupting the critical path of
VM network I/O, so as to optimize network I/O performance
of Cloud computing system to meet the needs of CEA for
low-latency network communication.

5.2.2  Disk I/O optimization techniques

Typically, the size of intermediate files generated in CEA
workflow is very large. Targeting at this characteristic of
intermediate files, researchers need to study the prediction
mechanism which can reflect changes in the access pattern
of VM disk, thereby contributing to the establishment of disk
I/O scheduling algorithms for CEAs. Besides, researchers
also need to explore dynamic control techniques of disk I/O
bandwidth and delay in Cloud to meet the different demands
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of CEA on disk access and storage performance.

5.3 How to Schedule Cloud Resources to Enhance CEA
Performance and the Service Capacity of Cloud?

Traditional CEAs usually run in specialized cluster sys-
tems or HPC centers, where the running environment of
CEAs is often dedicated or preconfigured, so it has few prob-
lems of dynamic resource scheduling. However, in CEA-
oriented Cloud environment, CEAs users have multiple ser-
vice models to choose: IaaS (Infrastructure as a Service),
PaaS (Platform as a Service), SaaS (Software as a Service),
and combinations of above three. Therefore, researchers have
to face more complex problems of resource scheduling. For
example, how to map the VMs to appropriate physical nodes?
How to do life-cycle management for VMs? Briefly, all of
these issues drive us to take an overall consideration on new
resource scheduling models and methods.

5.3.1 Cloud resources mapping strategies

For CEA workflow running in Cloud, it needs models to
capture the relationship between the CEA performance and
the cost of resource, which can help achieve optimal match-
ing between CEA and the available resources supported by
virtualization technology. Besides, it also needs to explore re-
mapping strategies of resources to adapt to dynamic changes
in the resource demands of CEA.

5.3.2  Multi-layer resource scheduling models

In Cloud, resource scheduling usually involves many kinds
of objects from multiple layers including VM, physical ma-
chine, multi-core processors, etc. In order to guarantee the
QoS of CEA running in Cloud, it is important to study multi-
layer scheduling models under the conditions of optimal re-
source mapping discussed above, which help make the best
use of Cloud resources and improve the execution efficiency
of CEAs.

5.3.3 Hybrid CPU/GPU scheduling algorithms

As mentioned, the resource requirements of CEA at dif-
ferent stages during run time are usually different. For exam-
ple, some stages only require CPUs, and some others require
CPUs and GPUs. Therefore, it is necessary to explore the
strategies of resources allocation, resources reservation, task
preemption, and task migration to schedule CPU and GPU
tasks effectively. That is to say, researchers should study hy-
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brid CPU/GPU scheduling algorithms to improve the perfor-
mance of CEA workflow.

5.3.4 Asynchronous life-cycle management of VM

CEA workflow comprised of multiple stages typically re-
quires more than one VM. Therefore, it is inevitable to en-
counter the problems of asynchronous life-cycle management
of VMs. To address this issue, researchers need to explore
how to identify and define the life-cycle of VMs, and to study
how to implement fast deployment, cloning, launching, and
destruction of numerous VMs. Besides, researchers also need
to handle the persistent and temporary data in the life-cycle
of VM.

6 Conclusions

Cloud computing has recently emerged as a compelling
paradigm for managing and delivering services over the Inter-
net, which provides new chances for CEAs by low-cost mas-
sive computing and storage resource and customizable exe-
cution environment. However, it is proved that current Cloud
resource management technologies are not matured or suit-
able for CEAs. After a comprehensive study, we give a sur-
vey on the state of art and summarize the research challenges
on resource provision, virtualization, and resource scheduling
which have significant impact on CEA’s performance. At last,
a series of research topics are proposed following these chal-
lenges. We believe there is still enough room for improving
CEAs’ performance running in Cloud. And there are tremen-
dous opportunities for researchers to make ground-breaking
contributions in this field.
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