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Abstract
Large language models (LLMs) have demonstrated power-
ful capabilities, requiring huge memory with their increas-
ing sizes and sequence lengths, thus demanding larger paral-
lel systems. The broadly adopted pipeline parallelism intro-
duces even heavier and unbalanced memory consumption. 
Recomputation is a widely employed technique to mitigate 
the problem but introduces extra computation overhead.
This paper proposes AdaPipe, which aims to find the op-

timized recomputation and pipeline stage partitioning strat-
egy. AdaPipe employs adaptive recomputation to maximize 
memory utilization and reduce the computation cost of each 
pipeline stage. A flexible stage partitioning algorithm is also 
adopted to balance the computation between different sta-
ges. We evaluate AdaPipe by training two representative 
models, GPT-3 (175B) and Llama 2 (70B), achieving up to 
1.32× and 1.22× speedup on clusters with NVIDIA GPUs 
and Ascend NPUs respectively.
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1 Introduction
Deep learning models have evolved to possess more than 
tens of billions of parameters recently in multiple scenarios, 
including natural language [3, 10] and computer vision [7]. 
As a data-driven and parameter-sensitive method, the per-
formance of a deep learning model naturally develops as the 
size of its parameters and training data scales up [11]. Such 
large models cannot fit into the limited storage of one single
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Figure 1. Simulated memory consumption for each stage
during training GPT-3 with sequences of 4096, 8192, and
16384 tokens and different recomputation strategies. The
dotted line is the hardware limit (80 GB) of the device. DP,
TP, and PP are 1, 8, and 8, resp.

computing device. Moreover, language models supporting
long context [4, 26] receive much attention on various tasks,
posing greater memory challenges to the training systems.

To support larger models and longer context, different
parallel strategies have been proposed, including data par-
allelism (DP) [17, 21, 24], Tensor Parallelism (TP) [16, 20,
32, 33] and Pipeline Parallelism (PP) [12, 13]. The growing
models that require supercomputer-scale hardware are lead-
ing the industry to adopt a mixture of these strategies. Pipe-
line parallelism is often used at the inter-node level during
training. It incurs minimal communication and fits the in-
terconnect between nodes which is normally slower than
intra-node communication between accelerators.

Pipeline-parallel systems need to schedule the forward
and backward passes of a large number of micro-batches to
better fill the pipeline and reduce bubbles. However, com-
puting the gradients requires intermediate results (i.e. acti-
vations) produced in the forward pass to be preserved until
its corresponding backward pass is finished, bringing sig-
nificant memory consumption. Even with proper schedul-
ing, the micro-batches in one iteration inevitably result in
huge and imbalanced memory usage across different sta-
ges. The state-of-the-art 1F1B scheduling mechanism [9] re-
quires workers in stage 𝑖 out of 𝑝 stages to preserve the in-
termediates of at most 𝑝 − 𝑖 micro-batches.
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To show the imbalance, we simulate the training process
of the GPT-3 [3] model and present the results in Figure 1 as
no recomputation. We also employ sequence parallelism [19]
and Flash Attention [6] that can reduce the memory cost of
activations and improve computation efficiency. As shown
in Figure 1, the issue of memory consumption and imbal-
ance becomes more severe with longer sequence length.

Given that pipeline parallelism distributes model parame-
ters and ZeRO [28] distributes optimizer states, the predom-
inant part of memory usage becomes the intermediate re-
sults. Recomputation [21] targets reducing memory usage
by only saving part of the intermediate results in the for-
ward pass.The rest will be recomputed during the backward
pass. The most typical recomputation strategy for transfor-
mer models is to only preserve inputs of the decoder layers
in the model, which we refer to as full recomputation. As
Figure 1 shows, it relieves memory consumption, but at the
cost of notably more computation.

Some techniques try to trade off between computation
and memory consumption. Existing works [1, 2, 19, 39] ei-
ther employ recomputation strategies on a coarse granular-
ity or manually and uniformly select certain operators to be
recomputed. These methods are not flexible enough to ad-
dress the imbalanced memory consumption across different
pipeline stages.

On the trade-off between computation cost and memory
savings in recomputation, we uncover the chance to meet
memory constraints at a minimal cost through recomputing
partially and differently in each stage.The imbalanced mem-
ory consumption is thus turned into imbalanced computa-
tion, suggesting a further optimization that assigns a differ-
ent number of layers to stages. Following this insight, we
design our system, AdaPipe, with the following core ideas:

AdaptiveRecomputation. AdaPipe supports finer gran-
ularity of recomputation strategies by splitting the decoder
layer into finer computation units and allows different re-
computation strategies in different stages. To automate the
fine-grained recomputation in each stage, AdaPipe profiles
the computation andmemory cost of each operator and con-
structs a performance model considering the homogeneity
of the transformer models to predict the memory consump-
tion more precisely. We propose a dynamic programming
(DP) algorithm that aims to find the optimal set of interme-
diate results to recompute for each pipeline stage.

Adaptive Partitioning. Adaptive recomputation turns
imbalance of memory into imbalance of computation: Ini-
tial stages recompute more, while the following stages have
more space to save the intermediates and perform less re-
computation. Therefore, AdaPipe further adjusts the num-
ber of layers in pipeline stages, with initial stages responsi-
ble for fewer layers, and later stages more, thus balancing
the computation cost. AdaPipe builds another level of DP

algorithm upon the aforementioned recomputation DP re-
sults, to automatically and efficiently solve the optimizing
problem of stage division.

The main contributions of AdaPipe are:
• We propose Adaptive Recomputation, which supports
different recomputation strategies for different stages
to fully utilizememory and reduce recomputation cost.
• We propose Adaptive Partitioning based on 1F1B pipe-
line schedulingmechanism to re-balance computation
among stages with different recomputation strategies.
• We model the memory and time cost of different re-
computation and stage partitioning strategies, and fur-
ther design a two-level dynamic programming algo-
rithm to search for the near-optimal plans combining
Adaptive Recomputation and Partitioning.
• We implement AdaPipe on MindSpore and PyTorch,
achieving up to 1.32× speedup on NVIDIA GPUs and
1.22× on Ascend NPUs.

The rest of this paper is organized as follows. Section 2
introduces the background of pipeline parallelism and re-
computation technique. Section 3 presents the overview of
AdaPipe. Adaptive recomputation and the searching algo-
rithm are discussed in Section 4. Section 5 focuses on the
cost model and the DP algorithm of adaptive partitioning.
Section 6 describes the implementation of AdaPipe, and Sec-
tion 7 evaluates its performance. Finally, Section 8 discusses
related works, and Section 9 concludes this paper.

2 Background
We first define the notations used by the following sections
in Table 1.

Table 1. Notations Used in the Paper

Notation Description
𝑏 micro-batch size
𝑛 number of micro-batches
𝐿 number of layers
𝑡 tensor parallel size
𝑑 data parallel size (with ZeRO)
𝑝 pipeline parallel size

2.1 Pipeline Parallelism
Pipeline parallelism involves partitioning the computation
graph into sequential subgraphs and assigning subgraphs to
different stages. In the forward pass, each sample will flow
from the first stage to the last stage. Conversely, in the back-
ward pass, the gradients of each sample will flow reversely.
The computation of a single sample exhibits a sequential de-
pendency across the stages, indicating that one sample can-
not undergo simultaneous processing by two stages.

87



AdaPipe: Optimizing Pipeline Parallelism with Adaptive Recomputation and Partitioning ASPLOS ’24, April 27-May 1, 2024, La Jolla, CA, USA

0 1 2 3 4 5 5 4 3 2 1 0

0 1 2 3 4 5 5 4 3 2 1 0

0 1 2 3 4 5 5 4 3 2 1 0

Stage 0

Stage 1

Stage 2

Saved intermediate results Forward Backward

0 1 2 0 3 1 4 2 5 3 4 5

0 1 0 2 1 3 2 4 3 5 4 5

0 0 1 1 2 2 3 3 4 4 5 5

Stage 0

Stage 1

Stage 2

Bubble

Warmup
Phase Steady Phase Ending

Phase

(a)GPipe

(b)1F1B scheduling mechanism

Time

Time

Figure 2. Scheduling mechanism of Pipeline Parallelism.

GPipe [13] employs a strategy of dividing samples into
smaller micro-batches. The process begins by conducting
the forward passes for all micro-batches sequentially, fol-
lowed by the backward passes, as depicted in Figure 2 (a).
Thismethod allowsGPipe to process differentmicro-batches
at various stages concurrently, thereby reducing bubbles and
enhancing the overall utilization of workers.

PipeDream [12] and DAPPLE [9] further propose the one-
forward-one-backward (1F1B) schedulingmechanism,which
effectively reduces memory consumption during training,
as shown in Figure 2 (b). The scheduling process of 1F1B
can be divided into three phases: warmup, steady, and end-
ing phase. Given 𝑝 stages and 𝑛 micro-batches, workers in
stage 𝑠 will first perform the forward passes of 𝑝 − 𝑠 micro-
batches in thewarmup phase, then process𝑛−𝑝+𝑠 backward
and forward passes alternately in the steady phase, and fi-
nally compute the backward passes of 𝑝 − 𝑠 micro-batches
in the ending phase.

The 1F1B mechanism has two main characteristics: (1)
Imbalanced memory usage. Workers in the stage 𝑠 are re-
quired to save the intermediate results of 𝑝−𝑠 micro-batches
during the steady phase. Although 1F1B reduces the mem-
ory cost from 𝑂 (𝑛) (GPipe) to 𝑂 (𝑝), it still results in imbal-
anced memory utilization across different stages. (2) Influ-
ence of the number of micro-batches on training efficiency.
The number of bubbles of the 1F1B scheduling mechanism
is 2𝑝 − 2, which only depends on the pipeline parallel size.
When the pipeline parallel size is fixed, a larger number of
micro-batches indicates a longer steady phase and higher
efficiency. Since the running time of the steady phase is de-
termined by the slowest stage, recent studies [12, 40] have
proposed algorithms to partition the computation graph to
minimize the maximum computation time across all stages.

Megatron-LM [25] proposes an interleaved 1F1B sched-
uling mechanism by splitting the computation graph into
more subgraphs and assigning each stage with more than

one subgraph. This method reduces the bubble ratio while
bringing more communication overhead.

Chimera [22] and Hanayo [23] further introduce bidirec-
tional pipelines that can reduce the bubble ratio. However,
when the number of micro-batches exceeds the pipeline par-
allel size, their scheduling mechanisms tend to introduce
more bubbles than the 1F1B scheduling mechanism. Addi-
tionally, thesemethods intensifymemory pressure sincemo-
del parameters are duplicated across pipeline stages.

2.2 Recomputation
The recomputation technique drops the intermediate results
in the forward pass and recomputes them in the backward
pass. While this approach effectively decreases the memory
consumption ofworkers, it also leads to an increased compu-
tational burden, requiring the computation of the forward
pass to be conducted again in the backward pass.

Prior study [5] reduces thememory usage of amodel with
𝐿 sequential layers to𝑂 (

√
𝐿) by saving the activation every

𝑂 (
√
𝐿) layers. During the backward pass, it recomputes and

saves the activations of 𝑂 (
√
𝐿) layers into a buffer. Once

the gradients of these layers have been computed, the cor-
responding activations are released and the buffer is reused
for the next 𝑂 (

√
𝐿) layers. Consequently, the size of the re-

served buffer should also be proportional to 𝑂 (
√
𝐿).

Recent studies [1, 2] propose methods to find the best re-
computation strategy for models in a chain structure with
limited memory. However, since the architectures of the At-
tention and Feed-Forward layers in transformer models are
complex, the above studies treat them as singular layers.The
granularity of the recomputation strategy is thus too coarse,
as both memory-intensive and computation-intensive oper-
ators exist within one layer. vPipe [39] can further divide
Attention and Feed-Forward layers into finer layers by pro-
cessing residual connections. Nevertheless, it is still not able
to handle operators with multiple activation inputs beyond
residual connections, such as the computation of the atten-
tion scores within Attention layers.

The memory consumption of activations within one de-
coder layer is huge, and this issue is further exacerbated
when employing pipeline parallelism. When training large
models with long sequences, storing all activations of de-
coder layers becomes impossible for workers in the first
stage. Instead of saving all activations of one layer, recent
work [19] proposes selective recomputation. It only recom-
putes the Softmax, Dropout, and Batch Matmal operators
in each decoder layer because the activations of these ops
occupy a large proportion of memory. Recently, Flash At-
tention [6] fuses the above operators into one operator and
eliminates these memory-consuming activations naturally,
which supersedes the selective recomputation strategy.

88



ASPLOS ’24, April 27-May 1, 2024, La Jolla, CA, USA Zhenbo Sun et al.

FFN LayerAtt. LayerFFN LayerAtt. Layer

FFN LayerAtt. LayerFFN LayerAtt. Layer

FFN LayerAtt. LayerFFN LayerAtt. Layer

0 0 1 1 2 2 3 3 4 4

0 1 0 2 1 3 2 4 3 4

Time

Recomputed Unit Saved Unit

0 0 1 1 2 2 3 3 4 4

Time

0 1 0 2 1 3 2 4 3 4Mem.

4 43 32 21 10 0

0 1 0 2 1 3 2 4 3 4
Stage 0

Stage 1
Time

Forward Pass Backward PassReduced Cost Imbalance Bubble

Original: Full recomputation for all stages

Opt. 1: Adaptive recomputation, reduce computation time+

Opt. 2: Adaptive partitioning, remove imbalance bubble+

Mem.

Mem.

Mem.

Mem.

Mem.

Stage 0 Stage 1

Stage 1Stage 0

Stage 0 Stage 1

Stage 0

Stage 1

Stage 0

Stage 1

Figure 3. Overview of AdaPipe. The left part demonstrates the recomputation strategies of each unit and the partitioning
strategies of the computation graph. The right shows the memory usage for intermediates and the timeline of stages.

3 Overview of AdaPipe
As mentioned in Section 2, imbalanced memory consump-
tion exists across various stages within the pipeline paral-
lelism framework. Specifically, with 1F1B scheduling mech-
anism, the last stage will have more free space for activa-
tions because they have fewer micro-batches to save, show-
ing an opportunity to alleviate the need for recomputation.

The top graph in Figure 3 shows a minimal case of 1F1B
scheduling with only two stages. The layers are uniformly
distributed among the stages, resulting in a well-balanced
pipeline. In this configuration, all decoder layers are fully
recomputed during the backward pass, ensuring minimal
memory usage for intermediate results.

To demonstrate adaptive recomputation, we can exploit
the remaining memory of workers in both stages as in the
middle graph of Figure 3. The computation graph is split
into various computation units, each comprising several
operators that are either recomputed or saved together. For
a recomputed unit, no internal intermediate tensors are pre-
served. On the contrary, a saved unit will get its internal and
result tensors saved for backward just like without the re-
computation technique. AdaPipe autonomously determines
whether each unit is recomputed or saved for different sta-
ges. This results in a strategy where more intermediate re-
sults are saved in stage 0, and significantly more in stage 1,

creating varied recomputation approaches for these stages.
This optimized strategy enhances the performance of back-
ward passes in stage 0 and 1, resulting in shorter warmup
and ending phases. Yet the steady phase is not optimized
much, because stage 0 needs to recompute more intermedi-
ates than stage 1, thus becoming the bottleneck.

In order to further enhance the efficiency of the steady
phase, adaptive partitioning is employed, as illustrated in
the bottom graph of Figure 3. Leveraging the sequential na-
ture of the layers in transformer models, we can adjust the
stage boundaries, introducing variability in the number or
length of layers within each stage. Stage 0 can then trans-
fer some layers to stage 1, thereby rebalancing and accel-
erating the steady phase of the pipeline. AdaPipe again au-
tomatically determines where to partition the computation
graph according to the model structure and training config-
urations such as the number of micro-batches.

As we have mentioned in Section 2, the proportion of
the steady phase of the 1F1B scheduling mechanism is de-
termined by the number of micro-batches. When the num-
ber of micro-batches is small, adaptive recomputation con-
tributes more to the optimization of AdaPipe, since it sig-
nificantly improves the warmup and the ending phases. On
the contrary, if more micro-batches are presented in one it-
eration, adaptive partitioning will show its effectiveness in
the steady phase.
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AdaPipe can optimize the strategies of recomputation and
partitioning based on 3D parallelism, i.e. tensor, data, and
pipeline parallelism. The tensor- and data-parallel sizes are
the same across different stages. Given a 3D parallelism strat-
egy, we first construct a performance model to analyze both
the time andmemory consumption, inwhich the time cost is
optimized against the memory constraints.Then a two-level
dynamic programming (DP) algorithm is proposed to opti-
mize the problem. It is worth noting that the partitioning
optimization cooperates with the previous recomputation
optimization throughout the DP algorithm so that we don’t
fall into some local minimums. The performance model and
algorithm details will be covered in the following Section 4
and Section 5. Both optimizations are automated, enabling
AdaPipe to handle complicated large neural networks across
different clusters and configurations.

4 Adaptive Recomputation
Traditional frameworks typically employ the same recompu-
tation strategy across diverse layers and stages. However, as
highlighted in Section 2, there exists an inherent imbalance
in memory usage among different stages. AdaPipe allows
each stage to find the best recomputation strategy accord-
ing to its memory pressure individually.

To search for the best recomputation strategy for differ-
ent stages, we analyze the inner structure of the transformer
models and split the layers into finer-grained computation
units, each of which is a minimal group of operators to be
recomputed or saved together. This gives us more flexible
control over the trade-off between time and memory costs.
Then we construct the cost model and design the algorithm
to find the best recomputation strategy for different stages.

In this section, we first introduce the abstraction required
for modeling the fine-grained recomputation, i.e., the com-
putation units, and then dive into the cost model and opti-
mization algorithm.

4.1 Computation Unit
Wedemonstrate the splitting of transformer layers into com-
putation units, including the Attention layer and the Feed-
Forward layer, in Figure 4. Instead of independently decid-
ing whether to recompute each operator, we combine multi-
ple operators when the intermediate results between them
are not saved even in a non-recomputed backward pass: this
happens to many operators in neural networks, including
Transpose, Addition, etc. Other operators that require sav-
ing output tensors contribute to the boundaries between
computation units.

Each tensor is bound to exactly one computation unit,
which we refer to as its parent unit. For example, the parent
unit of tensor 𝑄 includes the GEMM, addition, transpose,
and division operators, in which only the GEMM operator
is shown in Figure 4. If the tensor 𝑄 is decided to be saved,

(a) Computation Units
for Attention Layer

𝑋1

Normalization

𝑋0

GeMM GeMM GeMM

𝑄 𝐾 𝑉

Flash Attention

𝑋2

GeMM

𝑋3

𝑋1

Normalization

𝑋0

GeMM

𝑋2

Activation

𝑋3

GeMM

𝑋4

(b) Computation Units
for Feed-Forward Layer

Computation Unit

Figure 4. Computation Units Division.

then these operators will not be required to recompute dur-
ing the backward pass, unlike the full recomputation which
will always recompute them all.

Some layers in the computation units, e.g., Flash Atten-
tion, may also save some tensors internally, together with
their outputs. Such internally saved tensors are considered
in our memory consumption modeling as well, which will
be introduced later.

The division of the computation units in Figure 4 can be
adapted formost transformer-likemodels, like GPT-3, Llama
2, and BERT [8].

4.2 Cost Model
As anymethodology that involves a trade-off betweenmem-
ory and time consumption, modeling fine-grained recompu-
tation naturally requires the consideration of both memory
and time.The memory consumption will be used as the con-
straint, and the time cost will become the optimization tar-
get. Given a part of the whole network, we want to model
the memory and time consumption as functions of the re-
computation strategy, which is whether to save or to re-
compute each computation unit. Formally speaking, with a
pipeline stage of computation units U = {𝑈𝑖 }, we denote
the recomputation strategy as a subset R = {𝑈 ∈ U | 𝑈 is
recomputed }. We want Time𝑓 |𝑏 (R) (for both forward and
backward) andMem(R) as our performance model.

For Time𝑓 |𝑏 (R), we first profile all computation units in-
volved to obtain the forward and backward time of each
computation unit, denoted asTime𝑓 (𝑈 ) andTime𝑏 (𝑈 ). Given
a 3D parallelism strategy, this profiling process involves con-
ducting a preliminary run of the training for 5 to 10 itera-
tions and recording the timestamps before and after each
computation unit. Then we can sum up to get

Time𝑓 =
∑
𝑈 ∈U

Time𝑓 (𝑈 ),
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which doesn’t change with regard to R, and

Time𝑏 (R) =
∑
𝑈 ∈U

Time𝑏 (𝑈 ) +
∑
𝑈 ∈R

Time𝑓 (𝑈 ).

For Mem(R), we consider the memory consumption in
three parts. The first part is irrelevant to recomputation but
only depends on the parallel strategy, which contains the
parameters, optimizer states, and gradients. Assuming the
computation graph consists of 𝐿𝑎 Attention layers and 𝐿𝑓
Feed-Forward layers, the number of the parameters of this
stage will be 𝑁 = 𝐿𝑎𝑃𝑎 + 𝐿𝑓 𝑃𝑓 , where 𝑃𝑎 and 𝑃𝑓 is the pa-
rameter counts of the Attention and Feed-Forward layer cor-
respondingly. Then the memory usage of the parameters is
2𝑁 /𝑡 bytes, given the 16-bit floating point precision. Simi-
larly, we can compute the memory usage for the gradients
as 2𝑁 /𝑡 bytes. Optimizer states are used by the optimizer to
update the parameters, taking𝑘×𝑁 /(𝑡𝑑) bytes, where𝑑 rep-
resents the data parallel size and ZeRO stage 1 is employed.
The value of 𝑘 depends on the optimizer in use and its pre-
cision. For the FP32 Adam optimizer we are using, we have
𝑘 = 2 × 4 given the two FP32 states. Some frameworks will
accumulate the gradients in FP32 precision or update the pa-
rameters in FP32 before converting them to half-precision
for the next iteration. We also consider these factors when
modeling the memory consumption of this part.

Then we discuss the memory required for buffering the
recomputed results during the backward pass. Traditionally
with full recomputation, we need to first recompute and
save all intermediates within the last decoder layer before
computing the gradients. After the gradients have been com-
puted, we can drop these intermediates and perform the
same actions on the preceding layer. Therefore the buffer
is reused between layers and should be large enough to ac-
commodate the intermediates within one single layer.

Heading to our fine-grained recomputation, the concrete
size of the buffer will depend on the recomputation strategy.
To simplify the model, we restrict the output tensors of each
Attention layer and Feed-Forward layer to be saved by de-
fault, which means the last GEMM operators of these two
layers won’t be recomputed during the backward process.
Therefore, our buffer size will never exceed the size of all in-
termediate results within one decoder layer. This restriction
simplifies the memory model and is very efficient since the
buffer size is influenced by many aspects, like the memory
allocation algorithm and potentially reordered execution of
the computation graph.

The last part is what we focus on, the saved intermediates.
Each recomputation unit 𝑈 will occupy a certain amount
of memory, Mem(𝑈 ), for all its child tensors when config-
ured as saved.This includes its output tensor and potentially
some internal tensors, as mentioned above. In addition, we
need to multiply the memory consumption of the interme-
diates by 𝑝 − 𝑠 , in which 𝑝 is the total number of stages, and
𝑠 is the number of the current stage, counting from first to

last. Summarizing above, we have

Mem(R) = Const + (𝑝 − 𝑠)
∑

𝑈 ∈U\R
Mem(𝑈 ).

The constant above represents the summation of all static
memory consumptions. It is irrelevant to the recomputation
strategy of this stage.

4.3 Solving the Optimization Problem
To find the optimal recomputation strategy R, we need an
upper bound of Mem(R) to minimize Time𝑏 (R). Time𝑓 is
fixed so we can safely ignore it. As one may have noticed,
the cost model constructed above naturally poses a knap-
sack problem, which can be efficiently solved through dy-
namic programming. We only need to subtract the Const
memory consumption from the hardware memory limit to
obtain the memory limit for intermediates. All memory lim-
its below refer to the subtracted one.

Assuming there are 𝑁 computation units in the stage 𝑠
and the memory limit is 𝑀 . 𝑇𝑠,𝑖 (𝑚) denotes the maximum
saved recomputation cost with the first 𝑖 units under the
memory limit𝑚 for stage 𝑠 , or formally speaking

𝑇𝑠,𝑖 (𝑚) = max
(𝑝−𝑠 ) ∑𝑈𝑗 ∈U\R,0≤ 𝑗<𝑖 Mem(𝑈 𝑗 )<𝑚∑
𝑈 𝑗 ∈U\R,0≤ 𝑗<𝑖

Time𝑓 (𝑈 𝑗 ).
(1)

then we can have the following state-transition equation in
Equation (2), where 𝑖 ∈ [1, 𝑁 ] and𝑚 ∈ [1, 𝑀].

𝑇𝑠,𝑖 (𝑚) = max(𝑇𝑠,𝑖−1 (𝑚),
𝑇𝑠,𝑖−1 (𝑚 − (𝑝 − 𝑠)Mem(𝑈𝑖 ))
+ Time𝑓 (𝑈𝑖 ))

(2)

With the above DP algorithm, we can compute the maximal
saved recomputation cost as𝑇𝑠,𝑁 (𝑀). Therefore, we can fur-
ther compute the fixed forward time and minimal backward
time of the computation graph 𝐺 for stage 𝑠 as

𝐹𝐺,𝑠 =
∑
𝑈

Time𝑓 (𝑈 )

𝐵𝐺,𝑠 =
∑
𝑈

(Time𝑏 (𝑈 ) + Time𝑓 (𝑈 )) −𝑇𝑠,𝑁 (𝑀).

The results will be used in the adaptive partitioning algo-
rithm detailed in Section 5.

5 Adaptive Partitioning
Extending the 1F1B scheduling mechanism, we further pro-
pose the adaptive partitioning algorithm aimed at adjusting
the length of each stage, as detailed in Section 3.We treat the
transformer models as a sequence of layers. These layers en-
compass the Embedding layer, the Attention layer, the Feed-
Forward layer, and the Decoding Head layer. We then par-
tition the sequence and assign each worker with one stage
of a sub-sequence of layers. Such partitioning strategies will
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not introduce extra communication between pipeline stages
for homogeneous neural networks like transformers, since
the tensors between layers are of the same shape.

The rest of this sectionwill discuss howwemodel the cost
of the 1F1B scheduling mechanism with regard to the parti-
tioning strategy, and how we optimize the target to obtain
the optimized partitioning strategy for the stages.

5.1 Cost Model
In Section 4, we have addressed the optimal time consump-
tion of a given subgraph at stage 𝑠 for both forward and
backward pass as 𝐹𝑠 and 𝐵𝑠 . As is covered in Section 2, one
iteration under the 1F1B scheduling mechanism consists of
three phases: warmup, steady, and ending. We denote the
maximum time of these phases from stage 𝑠 to the last stage
as𝑊𝑠 , 𝑆𝑠 , and 𝐸𝑠 .
As shown in Figure 2, for the warmup phase,𝑊𝑠 starts

from the forward pass of the first micro-batch to the begin-
ning of the first backward pass of the stage 𝑠 . For instance,
in Figure 3, 𝑊1 only has one forward pass, while 𝑊0 has
two forward passes and one bubble. In this way, we can use
Equation (3) to compute the final warmup time for all stages.

𝑊𝑠−1 = max(𝑊𝑠 + 𝐵𝑠 , (𝑝 − 𝑠)𝐹𝑠−1) + 𝐹𝑠−1 (3)
Similarly, the ending phase starts from the end of the for-
ward pass of the last micro-batch to the backward pass of
the last micro-batch. We can use the same method to com-
pute the time of the ending phase for all stages.

The steady phase 𝑆𝑠 consists of 𝑛 − 𝑝 + 𝑠 forward and
backward passes from stage 𝑠 to the last stage. During the
steady phase, each stage will communicate with the previ-
ous stage before the forward pass and communicate with
the next stage before the backward pass. Therefore, the run-
ning time is dominated by the maximum summation of the
forward time and backward time of these stages. We denote
the maximum forward and backward time summation from
stage 𝑠 to the last stage as𝑀𝑠 . Thenwe can use the following
equations to get the whole steady time of all stages:

𝑀𝑠−1 = max(𝑀𝑠 , 𝐹𝑠−1 + 𝐵𝑠−1),
𝑆𝑠 = (𝑛 − 𝑝 + 𝑠)𝑀𝑠 .

Then the total time of the 1F1B scheduling method is𝑊0 +
𝐸0 + 𝑆0. In this way, we build an accurate cost model for the
1F1B scheduling mechanism.

5.2 Solving the Optimization Problem
We further design another level of dynamic programming
(DP) algorithm upon the previous algorithm in adaptive re-
computation, to find the optimized partitioning strategywith
the above cost model.

We use 𝑓 [𝑠, 𝑖, 𝑗] and 𝑏 [𝑠, 𝑖, 𝑗] to represent the minimal for-
ward and backward time of the layer sequence from layer
𝑖 to 𝑗 for stage 𝑠 . The arrays 𝑓 [𝑠, 𝑖, 𝑗] and 𝑏 [𝑠, 𝑖, 𝑗] can be
obtained by performing the DP algorithm in Section 4 for

different stages on different layer sequences. The output of
our algorithm, 𝑃 [𝑠, 𝑖], is the best partitioning strategy for
the layer sequence from layer 𝑖 to the last layer with stages
from 𝑠 to the last. Moreover, 𝑃 [𝑠, 𝑖] is a state consisting of
warmup time𝑊 , maximum forward and backward time 𝑀 ,
ending time 𝐸, forward time 𝐹 of the stage 𝑠 , backward time
𝐵 of stage 𝑠 , and total time 𝑇 . The algorithm is shown in
Algorithm 1.

Algorithm 1: Algorithm for adaptive partitioning.
Input: 𝑓 [𝑠, 𝑖, 𝑗]: fwd. time of layers 𝑖 ∼ 𝑗 as stage 𝑠
Input: 𝑏 [𝑠, 𝑖, 𝑗]: bwd. time of layers 𝑖 ∼ 𝑗 as stage 𝑠
Output: 𝑃 [𝑠, 𝑖]: the best result from layer 𝑖 to the last
layer, containing𝑊, 𝐸,𝑀, 𝐹, 𝐵,𝑇
for 𝑠 = 𝑝 − 2 to 0 do

for 𝑖 = 𝐿 − 𝑝 + 𝑠 to 0 do
for 𝑗 = 𝑖 to 𝐿 − 𝑝 + 𝑠 do
𝑊 ← 𝑓 [𝑠, 𝑖, 𝑗] +max(𝑃 [𝑠 + 1, 𝑗 + 1] .𝑊

+ 𝑃 [𝑠 + 1, 𝑗 + 1] .𝐵,
(𝑝 − 𝑠 − 1) 𝑓 [𝑠, 𝑖, 𝑗])

𝐸 ← 𝑏 [𝑠, 𝑖, 𝑗] +max(𝑃 [𝑠 + 1, 𝑗 + 1] .𝐸
+ 𝑃 [𝑠 + 1, 𝑗 + 1] .𝐹 ,
(𝑝 − 𝑠 − 1)𝑏 [𝑠, 𝑖, 𝑗])

𝑀 ← max(𝑃 [𝑠 + 1, 𝑗 + 1] .𝑀,

𝑓 [𝑠, 𝑖, 𝑗] + 𝑏 [𝑠, 𝑖, 𝑗])
𝐹 ← 𝑓 [𝑠, 𝑖, 𝑗]
𝐵 ← 𝑏 [𝑠, 𝑖, 𝑗]
𝑇 ←𝑊 + 𝐸 + (𝑛 − 𝑝 + 𝑠)𝑀
if 𝑇 < 𝑃 [𝑠, 𝑖] .𝑇 then
𝑃 [𝑠, 𝑖] ←𝑊, 𝐸,𝑀, 𝐹, 𝐵,𝑇

end if
end for

end for
end for

With the above DP algorithm, AdaPipe can find the opti-
mized partitioning strategy for the 1F1B scheduling mecha-
nism automatically.

5.3 Complexity Analysis and Optimization
The complexity of Algorithm 1 is 𝑂 (𝑝𝐿2). However, this al-
gorithmnecessitates the computation of 𝑓 [𝑠, 𝑖, 𝑗] and𝑏 [𝑠, 𝑖, 𝑗],
which are derived from the DP algorithm illustrated in Sec-
tion 4. This requires executing the algorithm across all sta-
ges for every sub-sequence of layers from layer 𝑖 to layer 𝑗 ,
with 0 ≤ 𝑖 ≤ 𝑗 ≤ 𝐿, resulting in a complexity of 𝑂 (𝑝𝐿2).

The complexity of theDP algorithm in Section 4 is𝑂 (𝑚𝑁 ),
where𝑚 is the memory constraint and 𝑁 is the number of
computational units. Since the quantity of computational
units increases linearly with the number of layers, the com-
plexity can also be written as 𝑂 (𝑚𝐿). Therefore, the total
complexity of the above searching process is𝑂 (𝑝𝐿2+𝑚𝑝𝐿3).
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Given that transformer models such as GPT-3 consist of
homogeneous layers, some sub-sequences of layers can be
isomorphic. For instance, the subgraph of layers 3–4 is iso-
morphic to that of layers 5–6, as they both have one At-
tention layer followed by a Feed-Forward layer. More gen-
erally, the subgraphs with the same number of layers and
the same type of the initial layer (Attention layer or Feed-
Forward layer) are isomorphic. By leveraging the isomor-
phism among subgraphs, we can reduce the execution num-
ber of the DP algorithm in Section 4 to 𝑂 (𝑝𝐿).

Furthermore, as sizes of activation tensors are typically
times to some power of 2, we can find the greatest common
divisor (GCD) of the memory costs of all units. Then we di-
vide these memory costs and the limit𝑚 in Equation (2) by
their GCD to reduce𝑚 and accelerate the DP algorithm.
With all aforementioned optimizations, the overall com-

putational complexity of the searching process is𝑂 (𝑚′𝑝𝐿2),
where𝑚′ is𝑚 divided by GCD as discussed. For typical mod-
els like GPT-3 and Llama 2, the entire search process takes
only seconds.

6 Implementation
AdaPipe consists of a search engine and an execution en-
gine. The search engine first profiles the forward time and
backward time of each computation unit. Then it performs
the algorithms described above based on the training con-
figurations and memory capacity. AdaPipe will find the op-
timized partitioning strategy with different recomputation
strategies for each stage.

The execution engine supports hybrid parallelism stra-
tegies and different recomputation strategies for each com-
putation unit across all stages. It will train large-scale mod-
els distributedly on the cluster with the obtained recompu-
tation strategy and partitioning strategy.

We implementAdaPipe on top of two deep learning frame-
works, MindSpore [14] and PyTorch [27]. MindSpore is an
AI framework that will compile the computation graph be-
fore executing. It provides interfaces for users to partition
the computation graph and decidewhether operators should
be recomputed, with which we implement the execution en-
gine. For PyTorch, we implement the engine on Megatron-
LM [33]. We rewrite the decoder layer to support the fine-
grained recomputation strategies of AdaPipe.

7 Evaluation
7.1 Experimental setup
We evaluate AdaPipe on two clusters.
Cluster A. It has 8 nodes of NVIDIA DGX-A100 server,
each equipped with 8 × A100 80GB Accelerators (GPUs), 64
CPU cores in 2 sockets, and 2 TB memory. The eight GPUs
are connected with NVLink. Nodes are interconnected with
800 Gbps Infiniband HCAs.

Cluster B. It has 32 nodes of Huawei Atlas 800 server, each
equipped with 8 × Ascend 910 32GB Accelerators (NPUs),
192 CPU cores in 4 sockets, and 2TB memory. In each node,
8 NPUs are installed on two NPU boards, and the 4 NPUs
on each board are fully meshed by 30 GB/s links in all di-
rections. Besides, each NPU directly connects to the CPUs
through one PCIe 4.0 x16 link (32GB/s) and is equipped with
one 100 Gbps NIC for inter-node networking.
Models and workloads. We evaluate AdaPipe on two rep-
resentative models, GPT-3 (175B) [3] and Llama 2 (70B) [35].
The micro-batch size is set to 1 to save the memory of inter-
mediate results. We change the sequence length and global
batch size while keeping other parameters fixed in our ex-
periments. Besides, when we double the sequence length,
we will half the global batch size to keep the total number
of tokens processed in one iteration unchanged.

The detailed configuration is listed in Table 2. On cluster
A, evaluations of GPT-3 and Llama 2 are performed with
64 and 32 GPUs. On cluster B, we conduct both small-scale
experiments using 256 and 128 NPUs, and large-scale ex-
periments using 2048 and 1024 NPUs for GPT-3 and Llama
2, respectively. Additionally, all experiments conducted on
Cluster A employ the PyTorch framework, whereas those
on Cluster B use the MindSpore framework.

Table 2. Configurations Used in Evaluation.

Model Cluster #Dev (Sequence Length,
Global Batch Size)

GPT-3
A 64

(4096, 128),
(8192, 64)
(16384, 32)

B 256 (4096, 256)
B 2048 (4096, 2048)

Llama 2
A 32

(4096, 128),
(8192, 64),
(16384, 32)

B 128 (4096, 256)
B 1024 (4096, 1024)

Baseline. We select DAPPLE [9] and Chimera [22] as the
baselines.These baselines aremeasuredwith full recomputa-
tion and no recomputation, denotedwith the suffix -Full and
-Non, respectively. Hanayo [23] is not measured as it cannot
handle the situation where the number of micro-batches ex-
ceeds pipeline stages.

We evaluate the above baselines with Megatron-LM [25],
the state-of-the-art framework for training large-scale mod-
els. It supports data parallelism, tensor parallelism, and pipe-
line parallelism. For data parallelism, it supports the ZeRO-
1 technique, which partitions the optimizer state to reduce
memory usagewithout increasing communication overhead.
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For pipeline parallelism, it implements the synchronous gra-
dient descent algorithm of the 1F1B scheduling mechanism,
as proposed in DAPPLE [9]. Additionally, Megatron also in-
tegrates the Flash Attention technique.

We integrate the pipeline scheduling method of Chimera
intoMegatron since its original implementation doesn’t sup-
port tensor parallelism.We also implement the forward dou-
bling technique of Chimera to reduce the bubble when the
number of micro-batches exceeds the number of stages.

We will evaluate DAPPLE, Chimera, and Chimera with
forward doubling (denoted as ChimeraD) in our experiment.
We also evaluate AdaPipe without the adaptive partitioning
optimization, denoted as Even Partitioning. It will keep the
same partitioning strategy as the baselines.

For cluster A, we will iterate all possible 3D parallelism
strategies, and report the best performance among these
strategies. The 3D parallelism requires the same data and
tensor parallel size for each stage. Table 3 lists some ex-
amples of the 3D parallelism strategies. For Chimera and
ChimeraD, we further iterate the number of replicated pipe-
lines based on the 3D parallelism strategies and ensure the
number is at least 2. We also require the tensor parallel size
not larger than 8, as tensor parallelism across nodes will in-
troduce massive communication in the network and signif-
icantly impact the overall performance.

For cluster B, we only experiment AdaPipe, Even Parti-
tioning, and DAPPLE with certain parallel strategies from
our experience, because the number of 3D parallelism stra-
tegies for 256 NPUs is large and the compilation for each
parallel strategy takes around an hour using MindSpore.

We run each task for 20 iterations and measure the aver-
age iteration time of the last 2 iterations. For cluster A, we
adjust the value of the initial loss scale to ensure there is no
overflow and the optimizer state is allocated before the last
2 iterations.

7.2 End-to-End Performance
We profile the iteration time of AdaPipe, Even Partitioning,
and baselines on clusters A and B. The speedup over DAP-
PLE with full and no recomputation is marked on each col-
umn in Figure 5, Figure 6 and Figure 7.
Llama 2 on cluster A Figure 6 shows that DAPPLE-Non
achieves better performance than DAPPLE-Full by reducing
the computation overhead. As DAPPLE-Non stores the acti-
vations of all micro-batches, it consumes more memory and
exceeds the limit when the sequence length is 16384.

The basic scheduling units of Chimera only consist of 𝑝
micro-batches, where 𝑝 is the pipeline parallel size. When
the number of micro-batches exceeds the number of pipe-
line stages, Chimera will concatenate two or more sched-
uling units. The forward passes of the second unit will oc-
cupy the bubbles at the end of the first unit. Given that the
computation time of the backward pass is typically larger
than that of the forward pass, this concatenation leads to
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Figure 5. End-To-End Performance of Llama 2 (Cluster A).

bubbles between two consecutive scheduling units. Conse-
quently, Chimera performs worse than DAPPLE as shown
in Figure 5.
ChimeraD alleviates the above problem by only doubling

the micro-batch size of all forward passes, to equalize the
computation of the forward and backward pass. Despite this
adjustment, when full recomputation is employed, the com-
putation time of the backward pass is still longer than that
of the forward pass, and the bubbles between two consecu-
tive scheduling units still exist. As a result, ChimeraD only
outperforms DAPPLE when the number of micro-batches
is small, as it indicates fewer scheduling units and bubbles
within one iteration.

Furthermore, as ChimeraD needs to process two samples
in each forward pass, the memory required to store inter-
mediate results is consequently doubled when no recompu-
tation is applied. As Figure 5, ChimeraD-Non exceeds the
memory limit when the sequence length grows to 8192.

For cluster A, the memory capacity of GPUs is 80GB and
is large enough to accommodate the intermediate results of
DAPPLE-Non when the sequence length is 8192. In this situ-
ation, DAPPLE-Non is only feasible when the tensor parallel
size is 8. However, AdaPipe and Even Partitioning achieve
better performance when the tensor parallel size is 4. De-
tailed analysis of how different parallel strategies influence
the performance is presented in Section 7.3.

When the sequence length grows to 16384, the size of in-
termediate results also becomes larger. On the one hand,
DAPPLE-Non exceeds the memory limit under all parallel
strategies. On the other hand, DAPPLE-Full cannot fully uti-
lize the memory, leaving much memory unused. In this situ-
ation, AdaPipe and Even Partitioning both find the recompu-
tation strategy that can fully utilize the memory and mini-
mize the computation. Therefore, AdaPipe and Even Parti-
tioning gains 1.23× and 1.21× speedup over the baselines.
GPT-3 on cluster A GPT-3 has 175 billion parameters and
consumesmorememory for intermediate results than Llama
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Figure 6. End-To-End Performance of GPT-3 (Cluster A).

2. When we extend the sequence length to 8192 and 16384,
all baselines with no recomputation exceed the memory ca-
pacity under all parallel strategies. However, Even Partition-
ing and AdaPipe can still find better recomputation stra-
tegies according to the remaining memory size and achieve
up to 1.32× and 1.31× speedup on cluster A.
As AdaPipe can repartition the computation graph based

on the optimized computation cost to balance the compu-
tation cost, it outperforms Even Partitioning in most situa-
tions, especially when the sequence length is long and the
memory is limited.

Llama 2 (128) Llama 2 (1024) GPT-3 (256) GPT-3 (2048)
Model (#nodes)

0

20

40

60

80

100

Ite
ra

tio
n 

Ti
m

e 
(s

)

1.
00

x

1.
00

x 1.
00

x

1.
00

x

OO
M

OO
M

OO
M

OO
M

1.
18

x

1.
18

x 1.
17

x

1.
18

x

1.
22

x

1.
20

x 1.
21

x

1.
21

x

DAPPLE-Full
DAPPLE-Non

Even Partitioning
AdaPipe

Figure 7. End-To-End Performance (Cluster B).

Cluster B Theperformance of DAPPLE, AdaPipe, and Even
Partitioning on cluster B is shown in Figure 7. For GPT-3,
both the tensor parallel size and pipeline parallel size are
configured to 8. For Llama 2, the tensor parallel size is set
to 4, while the pipeline parallel size is set to 8. In the exper-
iment, we linearly scale the global batch size in proportion
to the data parallel size on thousands of NPUs.

In contrast to the A100 GPUs, the memory capacity of
the Ascend 910 is only 32GB, which significantly intensi-
fies the memory constraints for storing intermediate results.

For Llama 2 and GPT-3, DAPPLE-Non exceeds the memory
limit when the sequence length is 4096, as shown in Figure 7.
With the technique of adaptive recomputation, Even Parti-
tioning and AdaPipe can fully exploit the available mem-
ory, minimizing the computation and enhancing the train-
ing efficiency. As a result, AdaPipe and Even Partitioning
achieve up to 1.22× and 1.18× speedup over the baselines.
Furthermore, AdaPipe and Even Partitioning both exhibit
good weak scalability as shown in Figure 7.

7.3 Influence of Different Parallel Strategies

Table 3. Iteration Time of GPT-3 with Different Parallel
Strategies on Cluster A (Sequence Length = 4096).

TP, PP, DP DAPPLE-
Full

DAPPLE-
Non

Even
Partitioning AdaPipe

(1, 32, 2) 76.769 OOM OOM OOM
(2, 16, 2) 65.732 OOM 54.784 53.142
(2, 32, 1) 68.237 OOM 53.430 53.500
(4, 8, 2) 62.307 OOM 49.875 47.732
(4, 16, 1) 63.407 OOM 47.761 47.779
(8, 4, 2) 66.625 49.233 50.966 50.431
(8, 8, 1) 67.152 49.363 49.946 49.911

We list the iteration time of different parallel strategies
for GPT-3 with sequence length as 4096 on cluster A in Ta-
ble 3. Strategies that exceed the memory capacity for all
methods are not listed. The iteration time of the best par-
allel strategies is marked red.

Parallel strategies influence the overall performance from
different aspects. Smaller TP size reduces communication
within one server and enhances the computation efficiency
of operators as tensors have larger shapes.

However, when the number of devices is fixed, a smaller
TP results in a larger DP or PP, which would adversely im-
pact the overall efficiency. As shown in Figure 2, the bubble
ratio of 1F1B scheduling mechanism can be represented as
𝑝
𝑛 , where 𝑝 denotes the pipeline parallel size and 𝑛 denotes
the number of micro-batches. On the one hand, a larger PP
would add more bubbles in the 1F1B scheduling mechanism
as the number of micro-batches is unchanged. On the other
hand, a larger DP means the number of micro-batches for a
single data parallel group is decreased, therefore the bubble
ratio is also increased.

If the benefits from less communication and higher com-
putation efficiency outweigh the influence of a larger bubble
ratio, then a smaller TP will gain better performance, like
the strategy (4, 8, 2) and (8, 8, 1) in Table 3. Otherwise, a
larger TP would be better, like the strategy (2, 16, 2) and (4,
8, 2) in Table 3.

We find that AdaPipe and Even Partitioning exceed the
memory limitation when the strategy is (1, 32, 2). This issue
stems from two primary factors. Firstly, AdaPipe restricts
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the output tensors of both the Attention layer and the Feed-
Forward layer to be saved, leading to more memory con-
sumption than DAPPLE-Full even when all other computa-
tion units are recomputed. Secondly, the size of the output
tensors can be very large when the tensor parallel size is 1.

7.4 Memory and Computation Analysis
We profile the memory usage and computation time of wor-
kers in each stage for the GPT-3model on cluster A. Figure 8
and Figure 9 show the result with a sequence length of 16384
and parallelism strategy of (8, 8, 1).
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Figure 8. Peak Memory Usage of Each Stage. The memory
capacity is represented by the grey dashed line.

We report the peak memory usage during the training
process. Although DAPPLE, Chimera, and ChimeraD all ex-
ceed the memory limitation without recomputation, we can
still estimate the peak consumption of these baselines.

For DAPPLE with full recomputation, it can be observed
from Figure 8 that the first and the last stages consumemore
memory than the middle stages. The extra memory usage
comes from the Embedding and Decoding Head layer at the
front and the end of the model. Additionally, the peak mem-
ory of the middle stages decreases linearly with the stage
number. From the profiling result, more than 30GB of mem-
ory is wasted by workers of all stages.

For DAPPLE without recomputation, workers of stage 0
require more than 80GB memory, which exceeds the capac-
ity of the GPUs, rendering it unusable. Moreover, the peak
memory of DAPPLE-Non is extremely imbalanced among
different stages, where the memory consumption of the first
stage is 2.33× that of the last stage.
For Chimera and ChimeraD, profiling is conducted with

two replicated pipelines. Asmodel parameters are replicated
across two pipeline stages, Chimera-Full andChimeraD-Full
consume more memory than DAPPLE-Full.

For Chimera-Non andChimeraD-Non,workers of themid-
dle stages need to store the intermediate results of more
micro-batches, consequently consumingmorememory than
workers at the initial and final stages, as depicted in Figure 8.
Besides, ChimeraD-Non computes two samples at each for-
ward pass and saves more amount of intermediate results
than Chimera-Non.

AdaPipe and Even Partitioning support adaptive recompu-
tation and allow fine-grained control of recomputation stra-
tegies over the computation units. Table 4 shows the num-
ber of saved computation units and layer numbers in each
stage. The Embedding layer and Decoding Head layer are
each counted as the extra layer in the first and last stages, re-
spectively.Thenumber of saved computation units increases
with the stage ID because earlier stages need to save the in-
termediate results of more micro-batches. Figure 8 shows
that each stage of AdaPipe and Even Partitioning occupies
around 70GB of memory in a balanced manner. This is due
to the conservative setting of thememory constraint at 70GB
when executing the DP algorithm. The memory constraint
can be elevated for better performance.

Table 4. Configuration of Recomputation and Stage Parti-
tioning Produced by AdaPipe and Even Partitioning.

Method Stages

AdaPipe

Saved 39 48 50 55 68 70 85 124Units
# of 23 23 23 24 25 25 25 26Layers

Saved 27 48 50 55 62 69 84 120Even Units
Part. # of 25 24 24 24 24 24 24 25Layers
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Figure 9. Computation Time of Each Stage.

Figure 9 shows the micro-step time of each stage, which
is the summation of the forward and backward time of one
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micro-batch. All stages have similar computation times for
DAPPLE-Full, Chimera-Full, and ChimeraD-Full, for their
computationworkload of different stages is almost the same.

For Even Partitioning, the micro-step time decreases with
a larger stage ID. As demonstrated before, workers in the
front stages save fewer intermediates than workers in the
subsequent stages. Therefore front stages conduct more re-
computationwork and have longermicro-step time. Figure 9
shows that the micro-time of the slowest stage is 1.17× that
of the fastest stage, which influences the efficiency of the
steady phases.

AdaPipe further partition the computation graph of the
1F1B schedule adaptively to balance the computation time
of each worker. Table 4 shows that AdaPipe moves layers
from earlier stages to later stages, therefore balancing the
computation time of these stages, as shown in Figure 9.With
this method, AdaPipe shortens the time of the steady phase
and improves the overall performance.

7.5 Convergence Validation
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Figure 10. Loss Curve of Different Strategies.

We evaluate the convergence of AdaPipe and DAPPLE-
Full on cluster B using the Llama 2 model. AdaPipe only re-
duces the repeated computation without changing the com-
putation of each operator, therefore exhibiting similar con-
vergence as the baseline, as depicted in Figure 10.The differ-
ence between the two loss curves comes from the different
initialization of the parameters, as the graph partition strat-
egy of AdaPipe is different from that of the baseline.

8 Related Work
MemoryOptimizationTechniques. Several studies have
been conducted to address the memory problemwhen train-
ing large models.The offloading technique enables the train-
ing of large models with limited GPU memory by utiliz-
ing the host memory or disk storage. ZeRO-Offload [30] of-
floads the optimizer states from the GPU to the host mem-
ory. vDNN [31] employs host memory as the external buffer
and properly schedules the prefetching and offloading oper-
ations to overlap the memory movement and computation.

SuperNeurons [37] further combines the offloading and re-
computation technique, which offloads activations of oper-
ators with heavy computation and recomputes operators
with cheap computation. ZeRO-Infinity [29] leverages the
storage of NVMe SSDs to train large models. However, the
offloading technique incurs huge communication between
the CPU and GPU. As the computational power of the GPUs
grows significantly in recent years, especially with emerg-
ing high-performance Tensor Cores, it is more difficult to
effectively overlap the communication with computation.

Considering the memory imbalance in the pipeline paral-
lelism, BPipe [18] transfers the intermediate activations be-
tween GPUs across different stages to balance memory us-
age. However, this method incurs extra communication, and
the tensor parallel size is limited as the first stage needs to be
placed on the same node as the last stage. MPress [41] com-
bines the recomputation and the offloading technique and
allows different memory strategies in different stages, but
their work only supports training within one single server.
Auto Parallelism. Different parallelism strategies would
influence memory consumption and efficiency when train-
ing large models, as shown in Table 3. AdaPipe adopts 3D
parallelism strategies. However, the tensor parallel and data
parallel sizes can be different for each pipeline stage. Some
existing works focus on the automated search for optimal
parallelism strategies. Flexflow [15] and Tofu [38] design
cost models and use DP algorithms to find the best intra-
operator parallelism strategy. PipeDream [12] proposes a
DP algorithm that splits the computation graph into bal-
anced subgraphs. Unity [36] further combines algebraic trans-
formation with parallelization. Piper [34] and Alpa [40] pro-
pose a hierarchical parallelism that incorporates data and
tensor parallelism at the lower level while employing pipe-
line parallelism at the upper level. However, none of them
consider the recomputation technique in their search space.

9 Conclusion
We propose AdaPipe, which uses adaptive recomputation
and adaptive partitioning to find the optimized stage parti-
tioning and recomputation strategies for pipeline parallelism
during training large models. Evaluations on representative
models show that AdaPipe accelerates the end-to-end train-
ing performance by up to 1.32× on NVIDIA GPUs and 1.22×
on Ascend NPUs.
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A Artifact
A.1 Artifact Description
Our artifact includes the source code of AdaPipe, instruc-
tions for preparing software dependencies, and scripts to re-
produce the results on NVIDIA GPUs in Section 7. You can
download it from Zenodo∗.
• Program: AdaPipe and Megatron-LM
• Compilers: GCC 9.5.0, CUDA 12.1.0
• Dataset: Enwik8
• Hardware: 8 × A100 / A800 80GB GPUs and NVLink
• Metrics: Iteration time, maximum memory allocation
• Disk space required: ∼100GB
• Time needed to prepare: ∼6 hours
• Time needed to run experiments: 2 days

A.2 Installation
The detailed instructions for installing dependencies are ex-
plained in the README.md file of the AdaPipe directory.
Prepare Python environment. Install Anaconda to man-
age Python packages and create an environmentwith Python
3.10 for evaluation.
Prepare compilers and other packages. We use spack to
install GCC 9.5.0, CUDA 12.1.0, and OpenMPI 5.0.2.
Install Python dependencies ThePython package depen-
dencies for AdaPipe are included in the requirements.txt
of the AdaPipe directory.

A.3 Experiment Workflow
Before running the experiment, create a hostfile for Open-
MPI, modify the path to the dataset and the IP address of the
master server in the scripts for GPT-3 and Llama2, which are
located in the examples directory.
We provide the script global_test.sh for conducting ex-

periments of AdaPipe and Even Partitioning as shown in
Figure 5 and Figure 6. It will invoke gpt_experiment.sh
and llama2_experiment.sh with different training config-
urations like sequence length and global batch size. These
scripts will iterate through all parallelism strategies and exe-
cute the profiling, searching, and measuring process of Ada-
Pipe and Even Partitioning.

We also provide similar scripts for running baseline ex-
periments in the Megatron-LM directory.

A.4 Evaluation and Expected Results
The results of the experiments can be found in the directo-
ries named gpt_result and llama2_result. These directo-
ries include results of different training configurations and
parallelism strategies.The stdout of the training process and
the logs for each worker are also recorded. The output files
record the iteration time and loss at each step, while the
log files capture the timestamps and memory information
of each forward and backward pass.

∗https://doi.org/10.5281/10.5281/zenodo.10877925

We also provide the script collect_result.py to display
a comprehensive summary of all experiments. The expected
results for AdaPipe and baselines can be found in the file
expected_result.txt in the AdaPipe and Megatron-LM di-
rectory.
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